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1 Introduction

The SSUSI instrument provides a major ionospheric and auroral dataset.  The following table lists the data products that will be made available through this proposal. In this proposal we will produce and make available the DMSP/F16 SSUSI data products listed below. These data products include (1) L1B data product which contains the uncompressed, well-calibrated, and geo-located ultraviolet radiance data in five wavelength ranging from 115 nm to 180 nm, (2) Sensor Data Records (SDRs) which contains well-calibrated, geo-located, regridded, and rectified ultraviolet radiance data in five wavelength ranging from 115 nm to 180 nm, (3) Environmental Data Records (EDRs) which contains geo-located science data products that cover the auroral oval, nightside ionosphere, and dayside thermosphere. 

	SSUSI Sensor Data Records (SDR)

	aurora
	night
	day

	Disk: 5-Color Imagery of the auroral oval; geolocated at 110 km

	5-Color imagery of the nightside ionosphere; corrected for the effects of the South Atlantic Anomaly
	5-Color imagery of the dayside thermosphere; corrected for the effects of the South Atlantic Anomaly

	Limb Profiles of Auroral Radiance Data
	Limb Profiles of Nightside Radiance Data
	Limb Profiles of Dayside Radiance Data


	SSUSI Environmental Data Records (EDR)

	aurora
	night
	day

	Dayglow-subtracted LBH  Imagery of the auroral oval
	3D Ionospheric Electron Density Data cube
	5-Color imagery of the dayside thermosphere

	Auroral poleward and equatorward boundary specification
	Locations of Ionospheric Bubble regions
	Solar EUV flux index, QEUV

	Effective Flux of precipitating particles, Q
	Ionospheric Bubble Characteristics: volume, orientation, difference from background density
	O/N2 ratio on disk

	Effective Average Energy of precipitating particles, Eo
	Mutual Neutralization Corrected 135.6 nm Radiances
	Topside Electron Densities

	E-Region Electron Density Profiles: NmE, hmE
	Electron density profile (EDP): hmF2, NmF2 and full limb profile
	Neutral Density Profiles

	
	
	

	
	
	


This document details the algorithms used in producing these data products.  Section 2 describes the SSUSI calibration procedure and geolocation algorithm.    Section 3 details the SDR Data product algorithms, including gridding, binning, and computation algorithms of radiance and radiance errors.  Section 4 provides the detailed documentation of SSUSI EDRs data product algorithms as updated from the original SSUSI algorithms.  Those original algorithms are in a separate appendix, The Appendix includes the Language Independence Descriptions of Auroral E-Region Algorithm, Dayside F2-Region Algorithm, and Nightside Non-Auroral F-Region Algorithm. 
2 SSUSI RSDR Data reader/reformatter

The RSDR Reader reads RSDR files and returns a structure with the data from the file extracted into a usable format that uses NetCDF.  The RSDR file consists of binary records. The first record contains only a 100 byte file header, the rest of the record is 0 padding to match the length of the other records.  The rest of the records are data records.  Each contains a 100 byte block of document data (like a header for the record), and the rest of the record is sensor data in a packed format. This file layout, the file header, and the document data are all documented in the document "HQ AFWA, DMSP Satellite Raw Sensor Data Record (RSDR) File Format   Specification, (Version 1.1, Final, 23 Sep 05) (Replaces version 1.0 Final, 19 Jan 01)".  The sensor data format is not described in this document.

Each RSDR file record contains one SSUSI packet of 3816 bits length (following the 100 byte document data).  This packet contains the sensor data and other items. There are multiple packet types, and each packet type is indicated by a Packet ID. Ranges of Packet IDs share a common packet format and these formats are described in the following documents: "SSUSI Data Formats, CPU Ver. 1.14" for F16, and "SSUSI Data Formats, CPU Ver. 1.19" for F17 and F18.

The sensor data section contains some extra 0 bits, which must be removed and the bit order must be changed.  The data comes in 36-bit words stored in 3 16-bit integers each with 4 0 bits.  The total number of data bits in each record is 3618 but spread out over 5088 bits when the 0 bits are included. The 3816 bits of 36-bit words gives 3816/36=106 36-bit words.  Since each 36-bit    word is stored in 3 16-bit integers the total number of bits needed is 3*16*106 = 5088 bits or 636 bytes (5088/8).  With the 100 bytes of document data the total record size is 736 bytes.  The 636 bytes of sensor data must be processed to reorder the bits and drop the extra 0 bits to get the 3816 bit data packet.

The inputs used by the RSDR Reader routine are the following:

·  The RSDR file itself.  This file must be specified. The satellite name is derived from the RSDR file name.

· A SSUSI Data Formats description file, which is satellite dependent. Each satellite has its own set of packet data formats (some satellites share a common format).  Using the satellite name derived from the RSDR file the correct data formats description file is read and indexed to allow          quick access to the layout for a certain packet ID range. These description files were derived from the SSUSI Data Formats documents listed above. The IDLSSUSI routine that reads and indexes these files is packet_desc_index.pro which returns a structure with all the needed values to quickly grab the data format description text. These files are located in the IDLSSUSI library directory.

· The File Header description file: "RSDR_File_Header.txt". This file is located in the reformatter  directory.

· The Document Data description file: "RSDR_Document_Data.txt". This file is located in the reformatter directory.

· The House Keeping conversion tables file: "hskconv1_txtdb.txt", which is also located in reformatter directory

The overall algorithm is illustrated below:

[image: image222.wmf]
3 SSUSI L1B Data Product Algorithms

This Section describes the algorithms used to compute SSUSI L1B data product.  Section 2.1 details the SSUSI calibration procedure for the calibration of the SSUSI imaging raw data into radiances.  Section 2.2 provides the detailed information and algorithm on the computation of geolocations of SSUSI pixel data. 

3.1 SSUSI Calibration Procedure
The SSUSI calibration procedure is stored in a separate document maintained by the calibration expert and the instrument scientist. The current version is called “SSUSI Calibration Procedure 2.0.doc”.  This procedure document describes the calculations required for the calibration of the SSUSI imaging mode raw data into radiances on a pixel-by-pixel basis, including corrections for instrumental backgrounds, particle hits in the South Atlantic Anomaly, and scattered light.  Calculation of associated uncertainty (variance) estimates is also described. 

3.2 MeV Noise Identification (Flagging)
3.2.1 Background

Energetic particles (electrons and ions) in MeV ranges can penetrate satellite and its instruments (such as SSUSI) and hit their detectors directly and cause false signals. These false signals are named as MeV noises. They must be identified and removed to avoid their contamination to real signals. The sources of the MeV particles are the radiation belts. The MeV impact on SSUSI data mostly occurs at sub-auroral latitudes (the outer radiation belt) and the Southern Atlantic Anomaly (SSA) region (the inner radiation belt). At the DMSP altitude (~840 km), the MeV flux is relatively stable in the SAA region and highly variable at sub-auroral latitudes. MeV impacts SSUSI regardless the SSUSI operational mode (limb or disk). On the other hand, the SSUSI intensities at the top limb positions are nearly zero or around the instrument background levels if the emission sources are dayglow and/or aurora. Such difference between MeV and real signals provides a way to identify the MeV noises. It should be noted that stars could appear in the top limb data frequently. Any MeV detection routine must avoid identifying stars as MeV noises. Figure 1 shows a flow chart of the current SSUSI MeV identification process.

[image: image1.emf]
Figure 1. A flow chart of SSUI MeV noise identification process using L1B Limb data.

3.2.2 Method Description

A SSUSI MeV identification algorithm has been developed to find the scans contaminated by MeV noises. Figure 1 lists the procedures on using the SSUSI limb L1B data to flag the MeV scans.  A detailed description for each step in the procedures is provided here.

Step 1: Read in SSUSI limb L1B data (quarter or full orbit)

Step 2: Obtain a 1-D data array F that depends on scans of a given SSUSI orbit. The value in each F element is the average LBHS intensities of the top 6 limb pixels and all along track pixels for a given scan.  

Step 3: If the number of elements in F is less than 5, no MeV identification will be performed due to limited scans. Otherwise, smooth the F with a 5-point average.  

Step 4: Estimate MeV noise threshold (fm) based on F.

(a) Calculate mean (Fmean) and deviation (Fdev) of F, set ref = Fmean+ Fdev
(b) Select a sub-set of F where the values of F are less then ref to form a new data array F1.

(c) Calculate mean (F1mean) and deviation (F1dev) of F1, set ref1 = F1mean+ ff*F1dev, where ff = 1.5
(d) Select a sub-set of F1 where the values of F1 are less then ref1 to form a new data array F2.

(e) Calculate mean (F2mean) and deviation (F2dev) of F2
(f) Set g1 = 0.1, g2 = 1.-g1, MeV noise threshold fm = g1 * (F1mean + F1dev) + g2 * (F2mean + F2dev) 

(g) Determine possible MeV noise scans where the values of F are above fm.

(h) Excluding false MeV scans due to star contamination. For each possible MeV scan, calculate the along track mean (Y) of LBHS intensities for the top 10 limb pixels.  If the ratio of the maximum and the minimum of Y is larger than 3, then the scan is contaminated by stars and should be excluded from the MeV scans. 

(i) Excluding single MeV scan. This is due to the fact that MeV usually impacts a few scans. 

(j) Excluding very weak MeV scans.  If the mean LBHS intensity of the top 6 limb pixels, along track pixels and the scans of each MeV group is less than 20, then the MeV group is excluded from the MeV scan list. Definition of MeV group can be found in the caption of Figure 3.

Step 5: Set the MeV scan flag in SSUSI L1B data.

The parameters and thresholds described above were obtained after testing with F16 and F17 SSUSI data. They may need to be adjusted if SSUSI calibration and/or detector have been changed.  The threshold parameters are stored in the SSUSI_L1B_parameters.config

3.2.3 Examples

The MeV identification algorithm has been tested with both F16 and F17 SSUSI data over a few days. It worked as expected. The left panel in Figure 2 shows the identified scans with MeV noises (SAA) on ngihtside. The algorithm is also able to identify MeV noises on dayside (Figure 2, right panel). This indicates that dayglow or aurora emissions do not impact the MeV detection. 

While Figure 2 shows only one group of MeV noises and without star contamination on the top limb pixels. Figure 3 demonstrates that the algorithm is able to identify multiple groups of MeV noises for a given orbit with contamination of stars. The left panel in Figure 3 shows two groups of MeV noises (the weak one is the MeV noise at sub-auroral latitude, the strong one is SAA) based on F17 SSUSI data. The right panel in Figure 3 indicates four groups of MeV noises. 
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Figure 2. F16 SSUSI MeV identification (SAA on nightside, left panel; SAA on dayside, right panel). 
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Figure 3. F17 SSUSI MeV identification (left: two MeV groups; right panel: four MeV groups). Intense star signals were not identified as MeV noises.

3.3 Red Leak Correction

  The F16 SSUSI detector has a problem with long wavelength (red) light leaking into the detector when scene in view is bright, i.e., during daylight and bright aurora.  In order to make dayside data useable an algorithm was developed to fit and remove the “red leaked” light from the UV image. 

   The F16 disk red leak correction algorithm has been developed using the F16 test and spectrograph mode data. The F16 SSUSI test mode data extend to the wavelengths beyond the LBHL band. This allows us to determine the functional shape of the red leak wavelength dependence. Initially a 2nd order polynomial function was attempted, but that gave a poor red leak correction.  That was replaced with an exponential fitting function ( a*exp(b*w^2 + c*w + d), where w is the wavelength, a, b,c, d are the fitting coefficients) that provides a much better representation of the red leak. The fitting coefficients are determined (using the least squares  method) for each along track pixel using the mean F16 spectrograph PREP file counts data for a given orbit. The mean spectrograph counts data are obtained by averaging the spectrographic counts data for dayside (SZA < 90), away from auroral oval (|Mlat| is less than 50 degrees), and outside of the SAA region to avoid contaminations. 

Once the fitting parameters are determined, the red leak contribution in counts for each of the SSUSI colors are calculated based on the color definitions. The fitting process provides the contribution of 1216, 1304 and 1356 scattering in each of the colors. Using the mean spectrographic counts from measurements, the total counts in each of the colors are also estimated. 

The above processing was performed for many F16 orbits and lead to a list of the counts (total, scattering, red leak) for each of the colors. Scatter plots show that the red leak counts are essentially linearly correlated with the counts in LBHL (total - scattering). This linear relationship is used to estimate the F16 disk red leak. 
   The red leak correction algorithm is applied to data only on the dayside (solar zenith angle < 90 degrees) and outside of regions where the MeV particle noise is detected (and flagged).  This is because there is no red leak when it is dark, and the MeV noise signal is not accounted for in the correlation relation between LBHL and the red leak.  The red leak for each color is then calculated for each color based on the LBHL signal and subtracted.  
Initial tests indicate that the above red leak correction performs well. In a test 10-day period (DOY 260-269, 2005), the F16 red leak corrected data (nadir data averaged for various solar zenith angles) agree fairly well with the GUVI nadir data over the same period. It is interesting to note that the red leak mainly affects the F16 SSUSI LBHL intensity.

3.4 Day side and dusk SAA correction

The purpose of this correction is to subtract MeV particle noise contamination from all imaging colors in the region constrained by the SAA bounding box (specified in L1B configuration file) for dayside solar zenith angles (SZA) less than the SZA night/day cutoff (also specified in L1B configuration file). Also remove contamination from LBHS and LBHL colors on the nightside (SZA above the specified cutoff), where the existing nightside SAA subtraction algorithm is used to remove noise only from the 1216, 1304 and 1356 imaging mode colors

3.4.1 Implementation details

The details on this SAA correction are described below:

· Experimental measurement of the beta coefficient appears to confirm a significant variation between SAA and non-SAA beta values. It is not clear whether this effect is caused by changes in the precipitating particle population (protons versus electrons), the particle energy distribution, or some other physical characteristic. This issue manifests as a clear over-subtraction of non-SAA MeV noise in the LBHL channel (dayside SAA and all non-SAA noise is measured in the LBHS channel). Consequently the current implementation operates only in the SAA region.
· The input rate-based diffuse background subtraction algorithm used for the F18 SSUSI has been modified such that the background correction is now applied with a particle noise-adjusted input rate, rather than being disabled entirely when the MeV noise flag is set. In addition, the diffuse background subtraction algorithm is now restricted to operate only within a “dayside” range of solar zenith angles, as 1216 scattered and stray light is explicitly subtracted in an independent calibration step. This prevents the diffuse background correction process from operating erroneously on the night-side in response to particle noise inputs.
· The red leak removal algorithm used for the F16 SSUSI has also been modified such that the red leak correction is now applied with a particle noise-adjusted LBH value, rather than being disabled entirely. This eliminates the bright patches previously observed in the F16 LBHL color, which were caused by the disabling of red leak correction in regions flagged as having MeV noise. That practice resulted in the red leak being “turned on” in regions with MeV noise.

· The F16 red leak and F18 diffuse background subtraction modifications above apply to all regions flagged as having MeV noise, not just those within the SAA bounding box. The SAA removal itself, however, is still constrained to act only within the specified SAA bounding box, for both the night-side and dayside algorithms. 

· Prep file “fragments” containing predominantly SAA-impacted scans will have the MeV noise threshold set to an anomalously large value, as the noise threshold is currently determined solely from the statistics of the scans being processed.  
· Small offsets (scan time) were noted in the strip summary images generated from archive L1B files (passing a structure to SSUSIprepRead) and the demonstration products shown here (reading prep files directly with SSUSIprepRead). 
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F18 data with only Night SAA correction (colors 0-2 only, SZA range limited)
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F18 data with Day and Night SAA Correction (all colors, no SZA range limit)

Day/night transition is smooth in colors 0-2
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F18 limb data with Night only (left) versus Day and Night SAA Correction (right)

3.5 Geolocation Algorithm 

All SSUSI sensor data shall be geolocated based on the instrument, instrument mode of operation, and instrument coverage swath.  SSUSI consists of four separate instruments:  Scanning Imaging Spectrograph (SIS) and three photometers.  The SIS can operate in two modes, spectrograph or imaging.  In spectrograph mode, the SIS records spectra at a fixed cross track nadir angle.  In imaging mode, the SIS scan mirror sweeps cross track recording five wavelength bands on limb and disk portions of the scan.  The photometers are nadir viewing and only operational on the nightside.  Look vectors are defined for all of these instruments, regardless of operational mode, to point from the host satellite to a scan pixel center.   The scan pixel center is defined as the geolocation point.  Any look vectors pointing on the limb (SIS in imaging or spectrograph mode) shall have geolocation points at the tangent point.  The tangent point is defined as the point along the look vector in which the look vector is closes to the Earth’s surface.  Look vectors pointing to the disk (SIS in imaging mode and nadir viewing photometers) shall have geolocation points defined at the intersection of the look vector and the effective oblate spheroid.  The effective oblate spheroid for SSUSI is defined as 150 km above the oblate spheroid surface of the Earth for day pixels and 350 km above the oblate spheroid surface for night pixels (see Figure 8.1). 

3.5.1 Satellite Ephemeris Data 
Satellite ephemeris data requirements are listed in SRS to be geodetic latitude of the satellite (ϕ), longitude of the satellite (λ), altitude of the satellite above the oblate spheroid model of Earth (h), inclination of the satellite orbit (inc), universal time (ut), satellite mission time, and date of orbit.  The satellite ephemeris data or satellite position data are provided every 60 seconds in satellite mission time and will be interpolated to obtain satellite position corresponding to actual instrument recordings.  The SSUSI photometers record data every second when in operational mode on the nightside.  The SIS in spectrograph mode records spectra every 3 seconds.  The SIS in imaging mode records data in five wavelength bands at every scan mirror position in the 22 second scan mirror sweep.  Each scan step takes 0.112 second for a full SIS scan.  For a reduced SIS scan, the step times are 0.156 second on the limb 0.112 second on the disk. 

Satellite location will be needed in Cartesian coordinates and can be computed in the Earth-fixed (EF) reference frame using 
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Figure 8.1 Illustration of the effective oblate spheroid and corresponding viewing geometry as implemented in the SSUSI GDAS.  The reference altitude is 150 km for day. 110 for aurora, and is 350 km for night pixels. 
or in the Earth-centered inertial (ECI) reference frame using 
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where:

 R0 = 6378.14 km (equatorial radius), 
 e = 0.081819 (eccentricity of oblate spheroid model of Earth), 
R1 = R0 [image: image13.jpg]1-¢



 = 6356.75 km (polar radius), 
and [image: image14.jpg]


λ is Greenwich mean sidereal time determined from Julian day and universal time (Duffet-Smith, 1992; Motenbruck, 1989; and Snyder, 1989) (see Figure 8.2). 

3.5.2 Geolocation of Photometer Look Vectors 
In the sections to follow, a detailed geolocation method shall be described.  A simpler method, however, can be used for photometer look vectors in SSUSI.  Since the photometers are nadir viewing only, the geolocation point is the same as the interpolated satellite position based on photometer recording times, except that the altitude of the geolocation point is 350 km (above the effective oblate spheroid). 

3.5.3 Geolocation of Look Vectors 
The following method shall be described in reference to the scanning characteristics of the SIS in spectrograph or imaging mode.  This method can easily be applied in geolocating look vectors in general by modifying for specific scanning geometries. 
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Figure 8.2 Illustration of the SSUSI orbit in Earth Fixed (EF) and Earth Centered Inertial (ECI) reference frames. 
2.2.1 Determining Look Vectors in Geocentric Reference Frame 
Initially, look vectors are determined in the local nadir frame (LNF).  The LNF is aligned with the orbital path of the satellite and the scanning characteristics of the SIS.  The x-axis is defined to point along the satellite’s track.  The y-axis points in the cross track direction sunward of nadir, coinciding with the cross track scan motion of the SIS.  The z-axis is along the true local nadir corresponding to an oblate spheroid Earth model, but normal to the surface (see Figure 8.3). 

The SIS’s mirror defines the pointing direction of the look vector in the LNF.  The cross track nadir angle of the SIS mirror defines the look vector in the y-z plane of the LNF.  Additionally, the SIS has an along satellite track field of view of 11.8o.  On the disk, the field of view is divided evenly by angle into 16 pixels, and on the limb, it is divided evenly into 8 pixels.  Therefore, based on the SIS nadir angle (θ, positive sunward of nadir) and the along track angle (γ, positive along satellite track) of the subject pixel in the field of view, one can determine the unit look vector as follows: 
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Figure 8.3 Illustration of local nadir frame of reference (LNF) and its relationship to the EF or ECI reference frames. 
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The LNF now must be translated to the EF or the ECI frame.  Given the satellite geolocation in geodetic latitude (φ) and longitude (λ), the true nadir vector from the satellite to the Earth surface is defined as: 
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(Pearson, 1990).  The x, y, and z unit vectors of the LNF can be determined in terms of the EF or ECI frames using equation (8.1) and (8.4) or (8.2) and (8.5) and the above description of the LNF as follows: 
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  is defined as the vector pointing from the current satellite position to the next satellite position, or by using equation (8.1) or (8.2), 
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The transformation matrix from ECI or EF to LNF is thus 
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(Duffett-Smith, 1992).  The unit look vector defined in the LNF equation (8.3) can be transformed to ECI or EF by 
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  is the transpose of A, which is an orthonormal matrix where 
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The actual geolocation point is now determined for the look vector depending on whether it is pointing to a disk pixel or limb pixel.  The distinction between the regions is hardwired into the SIS sensor at -63.2o antisunward of nadir. 

2.2.2 Determining Disk Geolocation Points 
The geolocation point for look vectors pointing to the disk are defined at the intersection of the look vector and the effective oblate spheroid.  The Earth’s surface for greater accuracy is modeled as an oblate spheroid.  The effective oblate spheroid is determined by adding the effective height reff (150 km for day pixels and 350 km for night pixels) to Earth radius at equator and poles.  At the equator the Earth’s radius is defined as 
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At the poles, the Earth’s radius is defined as 
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Using these values, the effective oblate spheroid surface is defined by the equation 
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which simplifies to 
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Determining the geolocation point at the intersection of the look vector and the effective surface can be simplified greatly by scaling the z axis by r1/r0 to get the z’ axis.  This scaling shall stretch the effective oblate spheroid into an effective spherical surface.  Applying the scaling to equation (8.16) produces 
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The geolocation point can be defined by addition and scaling of the known vectors rt and $r in the EF or ECI frame as follows: [image: image34.jpg]sa
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where f is an unknown scaling factor of the unit look vector.  The z-components of rt and $r need to be scaled to match the z’ axis to get [image: image37.jpg]


[image: image38.jpg]look




 [image: image39.jpg]—(EForECI) _ — (EForECT) \(EForECT)
T ot =Tt ok



 . (8.19) 

The magnitude of this vector is thus defined as 
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The geolocation point defined in equation (8.20) is equivalent to r0 of equation (8.17) (see Figure 8.4).  Setting equation (8.17) and (8.20) equal and simplifying with respect to f yields 
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One can solve for f using the quadratic function, 
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Figure 8.4 Diagram of vectors used to determine the geolocation point on the effective spheroid. 
There are three possible cases for solutions to the quadratic function for f.  The first case yields two complex solutions.  This implies non-intersection of the look vector with the spheroid.  If this occurs, the look vector is handled as a limb look vector using the methods described in section 8.3.3 for limb geolocation.  The second case yields a single real solution, which implies a tangent point to the effective spheroid.  For this case the pixel is treated as disk and geolocated accordingly.  The last and more common case yields two real solutions, reflecting intersection of the look vector and effective oblate spheroid in two places.  The lesser of the two solutions is chosen for f, representing the intersection point closest to the satellite.  The larger f corresponds to an intersection of the look vector with the effective oblate spheroid over the horizon, unobservable by satellite.   

The real solutions for the second and third cases must be positive.  A negative real solution corresponds to a look vector direction 180o or opposite of the defined look vector.  This occurs only if the satellite/observer point is inside the effective oblate spheroid.  This is impossible for SSUSI because the satellite has an altitude of approximately 830 km, well above the effective radius. 

Applying the chosen f from equation (8.22) in equation (8.19) yields the Cartesian coordinates in the EF or ECI frame for the disk geolocation point over the scaled effective spheroid.  Scaling the z component z’pt by r0/r1  shall give the true z component over the oblate spheroid shape of the Earth.  The Cartesian coordinates can then be translated into geocentric coordinates for EF or ECI frames using spherical coordinate transformations as follows: 
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The EF coordinates are referred to as geocentric latitude ([image: image51.jpg](0
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pt )

)



 and longitude (.  The ECI coordinates are referred to as declination ([image: image52.jpg]
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 and right ascension (.  Geocentric latitude and declination are equivalent.  Longitude and right ascension differ by the Greenwich mean sidereal time.  The true altitude of a disk geolocation point Is 150 km, at the effective radius.  The radius of the Earth below the geolocation point can be determined by subtracting reff from rpt in equation (8.26).  Geodetic latitude can be derived using an iterative method described by Stassinopoulos and Mead (NASA 1972). [image: image54.jpg]



2.2.3 Determining Limb Geolocation Points 
The geolocation point for look vectors pointing to the limb are defined at the tangent point.  The Earth’s surface for greater accuracy is modeled as an oblate spheroid, and the tangent point is determined in reference to this surface.  Using the simplification from an oblate spheroid to a spheroid in equation (8.17) and the methodology which follows through equation (8.25) in section 8.3.2, a direct method can be used for determining the tangent point of the look vector over an oblate spheroid.  The only exception is that the scaling to the z’ axis makes use of true Earth radii (r0 = 6378.14 km at the equator and r1 = 6356.75 km at the poles). 

If r0 in equation (8.21) is allowed to vary so that the discriminant in the quadratic function (equation (8.22)) equals zero, then one has determined the true tangent point to the surface described by equation (8.17) for this r0.  The quadratic function simplifies to 
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a and b are still defined by equation (8.23) and (8.24), but note these equations do not depend on r0.  r0 can be explicitly determined from setting the discriminant equal to 0 and solving for r0, but this not needed because a and b are independent of r0. 

Applying the derived f from equation (8.29) in equation (8.19) yields the Cartesian coordinates in the EF or ECI frame for the limb geolocation point over the scaled spheroid.  Scaling the z component z’pt by r0/r1 gives the true z component over the oblate spheroid shape of the Earth.  Cartesian coordinates can then be translated into geocentric coordinates for EF or ECI frames using the spherical coordinate transformations of equation (8.26) - (8.28) and the interpretation which follows these equations in section 8.3.2. 
3.6 Stellar Emission Identification

A SSUSI limb pixel is identified as containing stellar emission through a two step process. First we collect pixels whose look vectors that point near known UV bright stars and then search for pixels in those collections that are lit up in LBHS. This is accomplished through the use of a subset of stars from a UV star catalog (currently we use the TD-1 156 nm UV flux catalog from the Belgian/UK ESRO satellite) and some statistics on the SSUSI limb LBHS intensity data for a given file.  For a given star catalog that contains right ascension, declination, and UV flux reasonably close to 135.6 nm and LBHS wavelengths, a threshold is established for which stars with flux greater than the threshold will determine the location of the limb pixels considered “star location.”  This threshold is placed in the L1B parameter file (“SSUSI_L1B_paramters.config”).  The code “SSUSIstarid.pro” contains the algorithm for the identification process.  It works by first determining what subset of stars in the catalog are relevant for processing with respect to the flux threshold, and minimum and maximum right ascension and declination of the current data file.  Next, a baseline average value of the limb LBHS intensity is calculated for the region in the SSUSI data where the limb solar zenith angle is greater than 95, the absolute value of the tangent point latitude is less than 50, and finally where the tangent point latitude is less than 40 and the tangent point longitude is less than 280 (in order to avoid SAA).  The standard deviation of the LBHS value over this region is also computed.  If there is no data that falls within this region, then the value of 50 is used for this mean, and a standard deviation value of 0.  For each relevant star, a right ascension and declination “box” is created around the star.  Currently, this box is such that it is centered on the star with size two degrees in right ascension by four degrees in declination.  Any pixel in this box with limb solar zenith angle greater than 90 will be considered a star location if its limb LBHS intensity value is greater than the mean value plus 2.5 times the standard deviation (mean and standard deviation as previously described).  Any pixel in this box with limb solar zenith angle less than 90 (“dayside”) will be considered a star location similarly, except there is an additional restriction that the tangent point altitude is greater than 300 km.  

3.7 South Atlantic Anomaly Visualization

The South Atlantic Anomaly (SAA) Visualization algorithm uses a SSUSI derived model of the SAA whose count rate values are normalized to the most recent pass of DMSP/SSUSI through the SAA.  This normalization provides an indication of the relative intensity of the charged particle radiation fluxes in the SAA over the entire South Atlantic region.   

3.7.1 The SAA model

The SSUSI SAA model was derived from many years of observations of SSUSI SAA passages.  As SSUSI passes through the SAA, energetic charged particles strike the detectors, causing signals in the detector that are counted as if they were photons, so the count rate in SSUSI detectors increases relative to the intensity of the charged particle radiation flux.  Thus even though SSUSI is meant to be a UV detector, it can also provide information about energetic particle fluxes.  
During the F16 CalVal, it was noted that the 427 nm photometer was particularly sensitive to counts from particle hits during SAA passage.  This data can be used to construct a model to represent the particle intensity over the entire SAA region, even though DMSP only make s single track through the region.  The SSUSI SAA model was constructed by accumulating the nighttime 427 nm data from F16 SSUSI in yearlong increments and binning the counts in a fine grid over the SAA region. See figures below.   Note that the SAA intensity is also a function of altitude, so this model will be appropriate at the DMSP altitudes. 
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SAA count rates binned and averaged over a year for the years 2005-2008

As can be seen from the above figure, the SAA shape is fairly uniform from year to year – although the SAA centroid position is drifting WNW with time (see figure below). This drift occurs because the SAA is a manifestation of the Earth’s magnetic field, which is also drifting with time.  We found that the shift in centroid location is reasonably described by the fit of Badhwar, 1997, JGR, v. 102, p. 2343, who gives values of:

· Longitude drift  = 0.28 degrees W/year

· Latitude drift      = 0.08 degrees N/year

[image: image60.png]SAA Yearly Shift




 

SAA positional drift from year to year.   As can be seen from the intensity contours above, the SAA is drifting WNW with time.  

We then fit the SAA count intensity data to a spherical Harmonic function (Ylm) expansion by adjusting the coefficients (Clm) over the globe in the form: 


[image: image61.emf]fmax

SAA(D,¢)= ), E C,Y,, (9.9): 0, =13

=0 m=—/









SAA

(

J

,

f

)

=

C

l

m

m

=-

l

+

l

å

l

=

0

l

max

å

Y

l

m

(

J

,

f

);l

max

=

13

,

where and  are the latitudinal and longitudinal angles, respectively.  Once these coefficients are determined, the SAA intensity can be calculated for any latitude and longitude.  

We found that the bulk of the SAA features could be well fit usingℓ-𝑚𝑎𝑥.=13. ,ℓ-𝑚𝑎𝑥.
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 . We then determined that the shape of the SAA does not change appreciably over a five year time frame (half of a solar cycle) and a single set of coefficients could fit the shape of the SAA to within an overall intensity normalization (and a positional shift).  We found that the overall normalization does vary with season and solar cycle, and in fact does show daily variations as well.  

So to represent the SAA at any given time with the SSUSI SAA model, the only inputs needed are the overall normalization and the date (to get the positional shift).   The actual coefficients used were fit to 2006 SSUSI SAA induced counts, and the positional shift is calculated relative its January 1, 2006 position.   The overall normalization is described in the next section

The total integrated power in the SAA model depends only on the coefficients and can be calculated as follow:
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where

[image: image64.emf]0 max +/
SAAD.9)= Y Y C,Y,,(5.0)

m=—/

4

) ‘SAA(0,¢)|2 sin9d9d¢ = 2 2 C,.| = ["“Eaxc;
(=0 /=0

= m=—/
+/
2 2
C[ = EC(m|

m=—/











The Cl values provide a measure of the power at a given angular scale  ∼180/ℓ degrees.  We can see that the most power comes at the angular scale comes from l = 6, corresponding to about 30 degrees, the scale of the SAA.  
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 of the SSUSI SAA model at a angular scale 
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Since the initial analysis was based on data coming from F16 and noting that the photometer count electronics has been modified on F17 and later SSUSIs by changing the pulse shaper to make it less sensitive to particle counts the model had to be adapted to the other detectors. Because of these changes, the count rate decreases by ~50% - ~30% , depending on the detector. The model has been normalized by comparing data from SSUSIs on F16, F17, and F18 and adjusting the count rates for detectors. Calibration factors used are: 

	Detector
	Calibration factor

	F16
	1.00

	F17
	1.75

	F18
	2.75


These factors have been determined by using F16 data as base model, and fitting data coming from the other two detectors

3.7.2 Determining The SAA Model Normalization From Current Data

The overall normalization of the SAA model is determined as follows.  When DMSP passes through the SAA, the expected 427 count rate is calculated from the 2006 SAA model with the appropriate time dependent shift in location of the SAA centroid.  The expected counts are then compared to the actual counts and a best fit ratio is calculated.  This best fit ratio is then applied to normalize the model. 
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	Step 1. For a given satellite track through the SAA, calculate unnormalized SAA model count rates along the satellite track. 
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	Step 2. Unnormalized (raw) SAA model counts are compared with actual counts in 427 nm photometer data.
	Step 3.  Model SAA normalization is adjusted for a best fit.  Residual differences are typlically < 5%.


The procedure followed to determine the overall SAA normalization.
3.7.3 SAA Visualization

Once the SAA Model has been normalized and position shifted, the intensities can be plotted on maps.   There are two types of visualizations given for the SAA relative intensities.  

1. Flat image – The intensity is plotted on a continuous color scale to show the relative intensity over the SAA region.
2. KMZ – The SAA is represented by a series of flux contours over the SAA region.   The contour levels to be displayed can be selected within Google Earth. 
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SAA data from F18 SSUSI on Sept. 22, 2012 showing the count rates over the South Atlantic region.
3. 
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The SSUSI SAA in Google Earth.  The count rate intervals are color coded and selectable within the Google Earth menu.  KMZ filenames are taken from the SSUSI L1B file that was used to get the model normalization.

Operationally, only DMSP orbits that pass through the SAA region at night will produce SAA images.  Also, sometimes the DMSP passages through the SAA do not produce maps because not enough data is available to get a good normalization.  This happens because:

1. Only the edge of the SAA is grazed by the DMSP passage, or

2. The SAA is partly daylit, causing the illumination sensor to shut off the photometer. 
From the operational point of view, both images are created during regular processing, however their production can easily be disabled by editing file $SSUSI_CONFIG_HOME/SSUSI_L1B_parameters.config and changing the value of parameter GENERATE_SAA from 1 to 0. Notice also that the parameter MIN_SAA_DATA in the same file is used to specify the minimum number of data points to perform the SAA fit and create the above-mentioned forms of visualizations.

Furthermore, a widget has been provided to help visualize the data 
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The widget can be started using the script $SSUSI_SOFT_HOME/bin/run_IDL_SAAVIS.sh
3.8 References

· Humphries C. M., Jamar C., Malaise D., Wroe H., 1976, Astron. Astrophys., 49, 389 (TD-1 UV satellite paper).
4 Sensor Data Records (SDRs) Algorithms
4.1 Overview

The purpose of the APL Sensor Data Record (SDR) is to provide the DMSP SSUSI data UV scan images binned onto a uniform grid. The starting point for this code is the SSUSI Level 1B (or L1B) data product that contains fully calibrated geolocated instrument scan data.  These scans are overlapping and have a “bow tie” shape, so it is useful to grid these scans to get a better picture of the state of the ionosphere.  

The SSUSI SDR data product was originally defined as part of  the Ada-based SSUSI ground data analysis processing system delivered to the Air Force Weather Agency in 1996.  This algorithm (with improvements) was re-implemented in IDL by Aerospace Corporation into the “pseudo-SDR”. The algorithm design and implementation here carry the legacy of those other efforts, and attention was given to recreating much of the functionality in those other efforts.  The algorithm described here is the one currently in use in the APL IDL SSUSI software. 

This document describes the steps taken in this algorithm to arrive at the gridded data.  

Section 2 describes the grid definition. Section 3 shows how L1B pixels are identified with SDR grid bins.  Section 4 describes the treatment of radiances treatment; averaging, error estimation and rectification.  

4.2 The SDR Grid

The most natural grid definition for a nadir-based scanning sensor is one anchored to the orbit plane.  One then defines a “uniform” set of bins on either side of the orbit plane; however, one must be specific about what variable is uniform.  In the APL code we have decided that this variable is the cross track arc length on the dayside pierce point surface of a flattened (from geoid to a sphere) earth.  Alternatively, one can also choose a uniformly spaced set of look angles as is done in Aerospace Corporation’s SIS Browser.

 In the next section we first describe how we define the orbit plane coordinates where binning is done. The next section after that explains how all the grids are then defined.   
4.2.1 Orbit Plane Equatorial Coordinates
In the APL code we have a quarter orbits worth of smoothed and filtered GWC ephemeris data to use to define the orbit plane and the nodal crossing.   The easiest place to start is with the ECI satellite vectors supplied in the L1B.  This is a smoothed and fitted version of the ephemeris and is based on the time array used in generating the satellite ephemeris.    

4.2.1.1 Orbit Plane Vectors

The goal here is eventually rotate the equator to coincide with the orbit plane.  In that case the along track angle (orbit angle) is longitude and across track angle is latitude and binning becomes a simple sorting by grid latitude and longitude.  We will subsequently refer to these orbit at equator coordinates as “grid coordinates”.  The algorithm in this section is implemented in dmsp_grid_geom.pro.

 To define the orbit plane and nodal crossing time, the procedure is as follows. In this section, all of the vectors below are defined in the ECI frame:

· Find the spacecraft Radii R from ECI position vectors 
[image: image75.emf]R2 = EI:P[(ECI)]Z
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· Make unit ECI position vectors 
[image: image76.emf]NECT) B
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· Find Z axis (perpendicular to orbit plane) in ECI coordinates

· Take cross product of all adjacent position unit vectors 
[image: image77.emf](ﬁ(ECI)[i])
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· Normalize all 
[image: image79.emf]
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· Average the 
[image: image81.emf]N>
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· Normalize unit average 
[image: image83.emf]N>
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 vector; 
[image: image84.emf]
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· Find 
[image: image85.emf]
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 axis, which points at ascending node by crossing 
[image: image86.emf]N>









   

ˆ 

Z 

 with ECI north. This works well with nearly polar orbits.  

· 
[image: image87.emf]Zx[0,0,1]
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· Although 
[image: image88.emf]
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should already be unit, we renormalize to avoid roundoff contamination  
[image: image89.emf]
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· Find 
[image: image90.emf]~>
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 in ECI: 
[image: image91.emf]
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 and renormalize as above for 
[image: image92.emf]
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· Make eci to grid coordinate transformation matrix = 
[image: image93.emf]
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· Transform position unit vectors to grid 
[image: image94.emf]
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· Obtain angular velocity from data; 

· 
[image: image95.emf]@ = arctan(P*"" / Py
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· difference adjacent 
[image: image96.emf]
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· difference times corresponding to above 
[image: image98.emf]
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, find average time interval  
[image: image99.emf]
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· Spacecraft angular velocity 
[image: image100.emf](w)=(6¢)/{61)
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· Nodal crossing time is calculated from the first time 
[image: image101.emf]
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 in the L1B file: 
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tnodal

=

t

0

[]

-j

0

[]

w

.  This works because our definition of the X axis implies that the nodal crossing is at 
[image: image104.emf]
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.  Note that this gives the next nodal crossing time if 
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, which occurs when the spacecraft is in the Southern hemisphere. 

Once the above procedure is carried out we have the matrix to transform the pixel coordinates from ECI coordinates to the grid coordinates.  Other routines (geod2geoc.pro, geoc2eci.pro) transform pixel geographic coordinates to ECI coordinates.  The transpose of the ECI matrix, Eci2geoc.pro, and geoc2geod.pro provide the inverse transformations. 

4.2.2 Grid Definition
The SSUSI disk grid existed in the old SSUSI Ada code in two forms: 1) an array of lengths or arc on the dayside piercepoint surface or 2) an array of look angles.  However the two descriptions were not exactly equivalent.  

First of all, the Ada code provided a method to translate between the two different pictures based on  the following assumptions”

· Altitude = 830 km

· Earth Radius = 6378 km

· Circular earth

However, the actual altitude is in the 840 - 890 km range.  It is a range of values because of the earth’s surface height variation and the slight eccentricity of the satellite orbit (see the example orbit plot below). The average altitude is closer 860 km (857.9 km on Jan 18, 2005). Furthermore, one should probably use the Authalic average radius (6371) rather than the equatorial value.  
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SSUSI altitude profile for orbit 06460 on 18 Jan 2005.

Second, far out toward the limb side of the disk scan, one of the angle bins is anomalously large and this prevents a mapping of the angle array to the arclength array, even with the assumed parameters. 

The two descriptions (arclengths and angles) are therefore not the same.  Given this ambiguity, we choose to use the arclength binsize on the dayside Piercepoint surface as the fundamental definition of the grid.  This allows us a simple physical reference to understand the binning, and seems to have been the driver in defining the look angle bin sizes used in the Ada code.  

The grid is defined for an entire orbit.  However since we are processing quarter orbit delimited data, the grid size is reduced in the SDR file to only span the outer edges of the data in the L1B. Note that in the SSUSI processing system, quarter orbits are defined by the satellite latitude, not pixel latitude.  The individual scans extend over a range of latitude because of the “bow-tie” shape, so the grid extends over latitudes outside the satellite “quarter orbit definition” to capture all data from scans when the satellite is near the quarter orbit border.  The SDR quarter orbit files then overlap at the boundaries.

4.2.2.1  Disk Grid
We have chosen to use the arclengths on the piercepoint surface to define our grid.  This leads to an easy characterization of the grid by the size on the dayside.  However the disadvantage of this choice is that there is no simple equivalent on the nightside if we want to effectively reproduce the legacy grid on the nightside.   

Since we can translate between an array of arclengths and a (corrected) look angles  (implemented in sdr_bin_utils.pro), we can define the night altitude piercepoint surface arc lengths to correspond to the same look angles used in the dayside definition.   When we do that we have a product that is similar to legacy data products, but the arclengths on the nighside are not uniform. 

The next two sections discuss the parameters used to define the dayside and nightside grids on the disk.  For each of these there are three grids: a high, a low, and a very low resolution grid.  The very low resolution grid is being made for the Global Ionospheric Assimilation of Measurements (GAIM) model, now being installed for use at AFWA.  The low resolution is being used by EDR algorithms, and the high resolution is for visualizing the ionosphere.

 The SSUSI spacecraft is capable of two types of scan: full and reduced.  The reduced scan is the one that is used operationally.  The full scan is currently used as only as an instrument test mode.  The definitions of the grids reproduced below can be found in sdr_grid_lengths.pro. 

4.2.2.1.1 Dayside Grid
The products are defined for the reduced scan.  SSUSI scans start high on the limb, step towards nadir and then past the nadir.  The reduced scans simply stop sooner after reaching nadir than the full scan. The full scan is not implemented for all grids, as it is not an operational product.  We will mention the full scan SDR product for completeness.

 The most frequently quoted SSUSI binsizes are those for the high resolution grid on the dayside piercepoint surface as follows

For the standard SDR FULL SCAN grid they are as follows.  

Dayside cross track arclength bin sizes in km (55 bins) = 

       [200.0, 200.0, 100.0, 100.0, 100.0, 100.0,  50.0,  50.0, 

          50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  

          50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  

          50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  

          50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  

          50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  

          50.0,  50.0, 100.0, 100.0, 100.0, 100.0, 200.0]
The spacecraft nadir point is located at the border between bin 28 and 29.

For the reduced scan version, we simply stop after 42 bins as there is no SSUSI data to grid after that:

Dayside arclength cross track bin sizes in km (reduced scan 42 bins) = 

      [200.0, 200.0, 100.0, 100.0, 100.0, 100.0,  50.0,  50.0, 

          50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  

          50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  

          50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  

          50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  50.0,  

          50.0,  50.0]

Again the nadir occurs on the border between bin 28 and 29.
The along track bin size is completely uniform.  Here again the bin size is specified two ways: 25 km or that an orbit consists of 1632 bins (in the Ada code documentation).  In order to keep the number grid cells fixed, the alongtrack binsize is adjusted to 

Dayside standard SDR along track binsize = 25.106 km.

For purposes of generating SSUSI EDR  data products the low resolution or  “EDR cadence” superpixels in the reduced scan SDR2 data product have a uniform cross track gridding: 

 (“EDR cadence”) SDR dayside bin arclengths (in km)  = 

  [200., 200., 200., 200., 200., 200., 200., 200., 200.,    

   200., 200., 200., 200.]

Here nadir occurs in the center of bin 10.  For the full scan mode add 5 more 200 km bins – the nadir is still in the middle of bin 10. The along track bin size is here 100.424 km.

Finally, for use by the Global Assimilation of Ionospheric Measurements  (GAIM) there is a very low resolution cross track grid:

GAIM SDR dayside bin arclengths are uniform, except for the last pixel, as the last bin only needs to be 200 km  to span the scan data. 

GAIM SDR cross track bin sizes (in km) =

  [600., 600., 600.,  600., 200.]

Here nadir occurs in the center of bin 4. The along track bin size is here 301.272 km.
4.2.2.1.2 Auroral Grid
The auroral grid must also be created at the lower altitude typical for the aurora, we call this the  auroral grid. This altitude is 110.0 km, and the grid is easily generated using the dayside grid  above described, but simply re-sizing the arc-lengths at the new altitude. The procedure that does the recalculation is getLengthsAtOtherPpalt in sdr_bin_utils.pro, and has been based on the existing procedure night_lengths_from_day_lengths.

Auroral arc-length cross track bin sizes in km (reduced scan 42 bins) = 

      [255.46189  236.79145  114.38879  112.54478  111.09853  109.94625  54.612994

         54.404515  54.216425  54.046545  53.893015  53.754240  53.628845  53.515647

        53.413620   53.321877  53.239648  53.166268  53.101159  53.043826  52.993841

       52.950842    52.914522  52.884626  52.860950  52.843330  52.831649  52.825828

       52.825828   52.831649   52.843330  52.860950  52.884626  52.914522  52.950842       

      52.993841   53.043826   53.101159   53.166268  53.239648  53.321877  53.413620]

Again the nadir occurs on the border between bin 28 and 29. For the along track binsize, we keep to 1632 bins per orbit which implies a length of 25.0 km.
The low resolution (“EDR cadence”) dayside auroral cross track bin sizes (reduced scan):

  [255.46189   236.79145   226.93357   221.04478   217.28048   214.79175

   213.14141   212.08967   211.50343   211.31495   211.50343   212.08967   213.14141]

In this case, the nadir occurs in the center of bin 10. The along track bin size is here 100.294 km.

Finally, the dayside auroral GAIM SDR cross track bin sizes (in km) =

  [719.18697       653.11702       636.73451       634.90805       213.14141]

Here nadir occurs in the center of bin 4. The along track bin size is here 301.272 km.

4.2.2.1.3 Nightside Grid
In the Ada code only one look angle binning is done and the bins were geolocated twice, on both the dayside and nightside piercepoint surfaces, We would like to do a little better by allowing the nightside grid to be independently specified.  While it is now possible to have different day and night grids, we do not at present want to deviate far from what was validated in the F16 CalVal effort.  So we define the nightside grid to be the equivalent of the dayside grid viewed by SSUSI through a layer at the nightside piercepoint reference altitude.  This translation was accomplished using altitude = 860 km and Earth radius = 6371 km, as follows:

· Determine the equivalent look angles corresponding to the dayside grid.

· Find the cross track bin lengths that correspond to those look angles

Here we show the reduced scan matrices for the high resolution Standard SDR

Nightside arclength cross track bin sizes (reduced scan):

  [84.8335, 98.2778, 53.5989, 56.2462, 58.6537, 60.8259, 31.1555, 31.6135, 32.0450, 

   32.4493, 32.8299, 33.1836, 33.5129, 33.8197, 34.1018, 34.3622, 34.6004, 34.8167,                 

   35.0120, 35.1864, 35.3407, 35.4745, 35.5890, 35.6838, 35.7595, 35.8162, 35.8537,  

   35.8726, 35.8726, 35.8537, 35.8162, 35.7595, 35.6838, 35.5890, 35.4745, 35.3407,  

   35.1864, 35.0120, 34.8167, 34.6004, 34.3622, 34.1018]

For the along track binsize, we keep to 1632 bins per orbit which leads to the size 25.88 km. As on the dayside grid, the nadir is on the border between bins 28 & 29.

Low resolution (“EDR cadence”) nightside cross track bin sizes (reduced scan):

  [84.8335, 98.2778, 109.845, 119.480, 127.263, 133.346, 137.881, 141.014, 142.848, 

   143.453, 142.848, 141.014, 137.881]

The along track binsize is again 4 times larger than for the standard grid: 103.53 km. The nadir is in the center of bin 10. 

GAIM (EDR) nightside cross track bin sizes (reduced scan):

  [292.9563, 380.089, 421.743, 427.315, 137.881]

The along track binsize is again 12 times larger than for the standard grid: 310.59 km. and the nadir is in the center of bin 4.

4.2.2.1.4 SSUSI SDR Disk Grid Definition Summary
The following tables summarize the grid sizes used in SSUSI disk SDRs

Reference Altitudes for geolocating pixels

	Reference Altitude
	Value

	Day
	150 km

	Auroral
	110 km

	Night
	350 km


All values are in kilometers (km).  The tables show the along track pixel size for each grid row and the other values show the cross track sizes which are not usually constant.  Nadir pixels indicated in orange. Note that nadir occurs on the boundary between 2 pixels in the visualization grid.

Visualization Grid Cell Size (km)
	Along track
	Ref.

alt.
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15

	25
	Day
	200
	200
	100
	100
	100
	100
	50
	50
	50
	50
	50
	50
	50
	50
	50

	25
	Auroral
	255
	236
	114
	112
	111
	109
	55
	54
	54
	54
	54
	54
	54
	54
	53

	26
	Night
	85 
	98
	54
	56
	59
	61
	31
	32
	32
	32
	33
	33
	34
	34
	34

	Pixels continued

	
	
	16
	17
	18
	19
	20
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30

	25
	Day
	50
	50
	50
	50
	50
	50
	50
	50
	50
	50
	50
	50
	50
	50
	50

	25
	Auroral
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	

	26
	Night
	35
	35
	35
	35
	35
	35
	35
	35
	36
	36
	36
	36
	36
	36
	36

	Pixels continued

	
	
	31
	32
	33
	34
	35
	36
	37
	38
	39
	40
	41
	42
	
	
	

	25
	Day
	50
	50
	50
	50
	50
	50
	50
	50
	50
	50
	50
	50
	
	
	

	25
	Auroral
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	53
	
	
	

	26
	Night
	36
	36
	36
	35
	35
	35
	35
	35
	35
	35
	34
	34
	
	
	


EDR Grid Cell Size (km) 
	Along track
	Ref.

alt.
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13

	100
	Day
	200
	200
	200
	200
	200
	200
	200
	200
	200
	200
	200
	200
	200

	100
	Auroral
	255
	237
	227
	221
	217
	215
	213
	212
	212
	211
	212
	212
	213

	104
	Night
	85
	98
	110
	119
	127
	133
	138
	141
	143
	143
	143
	141
	138


GAIM Grid

	Along track
	Ref.

alt.
	1
	2
	3
	4
	5

	300
	Day
	600
	600
	600
	600
	200

	300
	Auroral
	719
	653
	637
	635
	213

	311
	Night
	293
	380
	422
	427
	138


4.2.2.2 Limb Grid
For the limb, we would also like to use the geolocated limb data by binning the tangent points, but the tangent points are at different altitudes.  So now we have three choices of bin parameter: look angle, altitude, or geographic tangentpoint location.  Of course all three of these are related geometrically, so a binning of any one implies a binning in the other two.  Since we already have SDR code to do the binning according to geographic coordinates, we choose to reuse that code here. 

To do the binning then, we will project the tangent point down (or up) onto the dayside piecepoint surface and bin by longitude and latitude exactly as we do for the disk.  In order to find the bin sizes to use on the piercepoint surface, we start with the look angles that correspond to the look angles from the Ada code.  As with the disk code we use spacecraft altitude of 860 km and an Earth Radius of 6371 km.  

Starting from 1945.9 km from nadir on the dayside piercepoint surface, the arclengths for the 20 limb bins are

SDR_bins = [68.8777, 66.7585, 64.7059, 62.9748, 61.1858, 59.7126, 58.1873, 

                     56.9729, 55.7107, 54.4943, 53.4925, 52.4094, 51.5350, 50.5842, 

                      49.7083, 48.8894, 48.1429, 47.4558, 46.7078, 46.1511]

One can calculate the tangentpoint altitude corresponding to the center of each bin and they are as follows:

tang_altitude = [527.206, 504.351, 481.489, 458.619, 435.751, 412.892, 

                          390.039, 367.182, 344.309, 321.454, 298.595, 275.734, 

                          252.869, 229.996, 207.138, 184.287, 161.434, 138.563, 

                          115.695, 92.8125]

The along track binsize is the same as the dayside disk in the GAIM resolution SDR; 110.424 km.
4.3 Binning

The binning as currently implemented (in gridrad.pro, multibin.pro) is a simple square box sorting algorithm. The grid cells are bounded by values of latitude and longitude in the equatorial orbit rotated, flattened Earth. If a pixel center is within the boundary, it is counted as 100% in that cell.

If there is no data in a cell, the radiance, counts, etc. will be filled in with a value that indicates there is no data (e.g. Floating point NaN). The SDR file will contain the this value as the attribute “NO_DATA_IN_BIN_VALUE”.

4.4 Radiances, Counts, and Radiance Errors

In the original SSUSI ADA code, the radiances were averaged together weighted by the inverse variance of the measurement as described for example in (Bevington, 1992).  However, it has been shown (see Strauss, 2004) that the formulae from Bevington do not work well with Poisson distributed data, i.e., when the number of counts is small (< ~ 20). 

Paul then presented an alternative algorithm (Strauss, 2006) where the radiance averages are simple averages of the values, and the errors are estimated basically by re-doing the calibration procedure on the re-binned counts. This procedure involves rebinning calibration parameters like the responsivities as well.  While we see nothing wrong with this procedure, we would prefer a faster, simpler, and easier to understand algorithm that can satisfy processing the SSUSI data in a realtime environment for situational awareness and for rapid input to the GAIM model (http://gaim.cass.usu.edu/GAIM/htdocs/present.htm).  Thus we are looking mainly for an error estimate based on the counts, but yet is fairly simple and straightforward.  We describe this method in the Estimating Errors section below.

As mentioned in section 4.3, if no level 1B scan pixels fall into a grid cell then the values of radiance, counts, and radiance errors for the cell are all set to the NO_DATA_IN_BIN values listed as a global attribute in the SDR file.  This value is currently the IEEE floating NaN (Not a Number).

4.4.1 Radiance Averages
The radiance averages are the simplest averages one can do.  If there are 
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 Level 1 B scan pixel centers each with radiance 
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 contained within the boundaries of an SDR grid cell delimited by grid latitude and grid longitude ranges, then the average radiance 
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It often occurs that SSUSI radiances are negative due to the background subtraction.  These negative radiances are included in the average to as to prevent biasing the results. 

4.4.2 Counts
The counts are provided in the SDR to aid in estimating errors.  For this we use the decompressed, (but not IO rate corrected) counts, because we want to estimate errors based on the actual number of counts seen by the detector.  If we used the IORate (deadtime) corrected counts we would be estimating something else, (e.g., the intrinsic fluctations in the source radiance not actual measurement errors).  

The counts in each SDR cell are summed to provide the total number of counts in that cell.  If there are 
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 Level 1B scan pixels each with counts 
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 in an SDR cell or superpixel, then the counts for that cell are:
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Since the data is stored as a compressed value representing a range of count numbers, we also sum the decompression errors 
[image: image115.emf]
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 associated with each L1B scan pixel.
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These decompression errors are also used in the error estimate.  

4.4.3 Estimating Errors
There are two variants of this procedure (implemented in gridrad.pro) for calculating errors depending on whether the total number of counts determined in section is zero or not.  

4.4.3.1 Counts > 0 case

The basic procedure for non-zero counts is to find the error in the number of counts and and scale that by an appropriately averaged radiance/count factor. The first step is to find that factor, which we will call 
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While we want to preserve negative radiances in the radiance average to avoid biases, this is a different usage.  Negative radiances here have the effect of reducing the size of the error; clearly not a desirable effect.  If the radiance is negative then an error was made in the calculation of said radiance, so the total error should be not be reduced because of it.  An alternative method would be to take 
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because the negative radiance is an error; however, the above procedure already gives reasonable agreement with the more detailed and careful Aerospace error estimation, so we use it here.  

The errors 
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 in radiance are then estimated from the binned counts as follows:
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The first term on the right hand side gives the average radiance per count and the second term is the quadrature sum of the standard Poisson error and the total decompression error.  

4.4.3.2 Counts = 0 case

When the number of counts is 0, a different estimate is used. The current standard approach taken by SSUSI is that when there are 0 counts, the counts error is taken to be 1 count, and corresponding radiance error is based on that single count. The statistical radiance errors given in the L1B are the 1-count radiance values, so we know the radiance produced 1 count .   To find the equivalent 1 count error for the SDR, we simply dilute the average of the L1B statistical radiance errors (
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Thus we have the 1 count radiance level averaged over all the L1B pixel responsivities. This also gives a not unreasonable agreement with the more detailed and careful Aerospace procedure.  

4.4.4 Radiance Rectification

The SSUSI instrument observes the ionosphere at a variety of different look angles.  This technique leads to a brightening of the image toward the edges because the instrument is looking through more atmosphere off nadir and seeing emission summed over more radiating material.  For visualization and for use by algorithms, the radiances are adjusted to be what would be seen if the same piercepoint locations were observed from directly overhead.  This process is called rectification.   

The dayside disk EDR algorithm requires rectified, binned data as input.  The old Ada SSUSI  code would bin the data and then apply an overall rectification factor.  The binning procedure mixes data with different zenith angles and solar positions, so a more accurate procedure is to rectify the incoming level 1B radiances and then bin those rectified radiances. This is the approach we use here.  This rectification procedure will be applied to all radiance data and stored as “rectified radiances”, with the understanding that these will be valid only for the dayside. 

  The level 1B contains the following pieces of information that are needed for this calculation:

· Spacecraft ECI positions and times (P).

· Solar ECI position vectors on same cadence as Spacecraft position vectors (S).

· Disk ECI look vectors (L).

The dayside rectification table used in the SSUSI Ada Code was derived to provide the factor (F) to turn slant angle observations of radiance into equivalent vertical radiances using fits to AURIC runs as a function of look angle (from nadir direction) and solar zenith angle.  There is also a placeholder in the table for solar azimuth angle, but this has not yet been implemented.  

Once the zenith angle and solar zenith angle are derived, the correction factor is determined with a bilinear interpolation of scale factors and scale factor variances in the table.  

To find the zenith and solar zenith angles, first the satellite position vectors and solar position vectors are interpolated to the values they would have at each of the disk scan steps. These interpolated vectors (
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) are used to find the zenith and solar zenith angles.

4.4.4.1 Rectified Radiance and Radiance Uncertainties

The approach here is to first rectify the raw Level 1B pixel radiances and uncertainties and then apply the same SDR grid cell radiance average and uncertainty estimation procedure previously defined for the unrectified radiances.   

The SSUSI_day_rectification table contains scale factors (F) and scale factor variances (VF).  In the following formulae, it is assumed that the particular factors F and VF have been already interpolated correctly from the rectification table.  The scale factors are the numbers multiplied by the level 1B radiances to get the rectified (equivalent piercepoint nadir) radiances (
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).  So if i is the index which runs over all Level 1B scan pixels, then the rectified radiances for each pixel are 
[image: image132.emf]








   

˜ 

R 

i

=

R

i

F

i

. 

To get the radiance value for each SDR pixel, we then substitute 
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 in the averaging procedure in section 4.4.1.  We do a similar replacement for the uncertainties.  However, in addition to scaling the uncertainties with the same factor (
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) we also have to fold in the uncertainty in the rectification factor itself.  The rectified uncertainties for the Level 1B pixels (
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 are the Level1B pixel radiance uncertainties. We then substitute 
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 in the SDR error estimation procedure described in section 4.4.3.

4.4.4.2 Zenith Angle

The zenith angles (ZA) are determined from the dot product of the interpolated positions and the look vectors
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This gives actually gives zenith angle. The angle in the table is actually the complement of this, i.e., the angle from nadir. 

Table “zenith” angle = TZA = 180( – ZA.
4.4.4.3 Solar Zenith Angle

This can be derived directly from the interpolated vectors:
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4.5 Flagging Radiances from the South Atlantic Anomaly

When the DMSP satellite passes into the region known as the South Atlantic Anomaly, the instruments are pelted with high energy particles that produce pulses that show up as false UV photon counts in the SSUSI detectors.  The radiances derived from data in this region are not an accurate reflection of UV ionospheric brightness and so algorithms that work on UV ionospheric brightness will fail unless they are prevented from using this data.

To this end we implement a method for determining when data has beeen contaminated with false counts from the SAA.  The original method for doing this identification with nightside data was crafted during the F16 CalVal effort. It involved using data from the 427 nm Nadir pointing photometer.  Since the 427 nm photometer is shut off when the instrument senses daylight, this algorithm proved inadequate for the terminator orbit of F17 where the photometer is turned off for nadir daylight, even though the limb observations were still in darkness. We therefore added a second method based on high limb LBHS count rates.  The information from both methods is “or”ed together to make the SAA flag.  The count thresholds for both of these methods are contained in an external parameter file (“SSUSI_SDR_paramters.config”).   In both cases the SAA determinations are made on a scan by scan basis.  

For the 427 photometer method, we average the 22 seconds of photometer counts to get an average count rate per scan.  If this rate > 20000, then the every pixel in the scan is flagged as being in the SAA.  This method can only be used at night as it doesn’t take much daylit ionospheric emission at the terminator to causes the photometer to exceed that count rate.  Aurora can also cause the emission rates to exceed 20000 counts/second.

For the LBHS method.  The uncorrected but decompressed LBHS band counts are summed for all (8+8) pixels for the two biggest scan step angles (measured from nadir). These represent the highest tangentpoint altitudes where there should be very little emission.  When the total number of counts exceeds 27 when the satellite is in the geographic SAA region (-45 < latitude <0) and (280 < longitude< 360) at night, then the data is flagged as being in SAA.  This threshold was determined by matching the LBHS emission detected scans to 427 nm photometer detected scans.  This method can potentially be applied on the dayside, but the dayside would require a higher threshold to compensate for actual LBHS ionospheric emission 

These flags are associated with pixels in the raw L1B scan data.  When binning L1B pixel data,  the SDR code keeps track of the number of SAA flagged pixels in each bin (the SAA_COUNTS field). If SAA_COUNTS >0, then the (IN_SAA fields is set to 1; 0 oitherwise).  These SAA fields exist separately for each different grid in all the flavors of SDR (limb, disk-SDR, disk-sdr2, day/night, and GAIM).  
4.6 MeV Noise, SAA Corrected Radiances

In SSUSI GDAS release 3.1 and above, a separate MeV noise flagging utility exists in the L1B processing.  Since the South Atlantic Anomaly (SAA) is high energy particle radiation, this algorithm not only detects the SAA, but is more sensitive than the SAA algorithm described above (with the 20000 counts/second threshold, lower thresholds would be more sensitive).  The MeV noise flag in conjunction with a nighttime solar zenith angle is used (see SSUSI Calibration Procedure document) to correct the L1B (121.6, 130.4, and 135.5 nm) radiances.  The SDR uses the corrected radiances so those radiances should be useable in the SAA region.  The SDR also now has data quality indicators (DQIs) for each grid, in which a bit is set when any SDR pixel contains an L1B pixel contaminated with MeV noise, so data where this correction is made can be excluded.  
4.7 Summary
This document describes the algorithm used by the SSUSI ground data analysis system for creating gridded radiance data (SDRs) from the SSUSI calibrated and geolocated Level 1B data.   We have described the definition of the SDR grid, the determination of the grid from data in the Level 1B, and the binning, radiance, and radiance error estimation.  
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5 Environmental Data Records (EDRs) Algorithms
5.1 Overview

The second DMSP UV sensor is called the Special Sensor Ultraviolet Spectrographic Imager (SSUSI) and built by Johns Hopkins University Applied Physics Laboratory (APL).  SSUSI consists of two components: a scanning imaging spectrograph and a nadir viewing photometer system.  The spectrograph is the primary sensor.  It measures airglow in the 120-180 nm portion of the spectrum.  Motion of a scan mirror in the direction perpendicular to the spacecraft orbital plane allows SSUSI to measure airglow over most of the Earth’s disk visible from DMSP.  SSUSI also scans up onto the anti-sunward limb to obtain limb profiles in a manner similar to SSULI.  SSUSI data will be used to provide maps, at good horizontal resolution, of a number of important atmospheric and ionospheric parameters.  As was the case for SSULI, SSUSI produces different atmospheric products in different geophysical regions.  These products are summarized in Table 1.  Most products are produced from disk-viewing SSUSI data.  However, as indicated in the table, some products are also derived from the SSUSI limb observations.  

Auroral EDRs are unique to SSUSI. In the high (auroral) latitudes, multispectral FUV observations are used to produce maps of the effective precipitating auroral particle characteristic energy (E0) and flux (Q).  E0 and Q are primarily associated with precipitating electrons, but can also include significant contribution from ion precipitation in some cases (thus the name “effective”).  The energy and flux are then used to determine the peak density and height of the auroral E-layer of the ionosphere (NmE and HmE).  The SSUSI algorithms calculate these auroral zone parameters regardless of solar illumination (i.e., for all local times). 
Outside of the auroral zone, SSUSI produces products on both the day and nightside.  Some of the same parameters that SSULI produces (NmF2, HmF2, TECDMSP) are produced by SSUSI.  Nightside SSUSI EDRs are produced when the solar zenith angle exceeds 110(.  Measurements of the 1356 Å emission are used to determine NmF2 on the disk and NmF2 and HmF2 on the limb.  HmF2 at nadir is determined by incorporating data from the SSUSI photometer subsystem.  In addition, the location and form of the equatorial anomaly, an important ionospheric feature in the low latitudes, will generally be determined by the SSUSI nightside observations.  Non-terminator orbit SSUSIs with post-sunset local time should provide particularly observations of this feature.  

On the dayside, when the solar zenith angle is less than 90(, SSUSI disk observations are used to determine the integrated solar extreme ultraviolet flux (QEUV) and the neutral composition of the atmosphere (the ratio of the column density of O to a reference depth in N2, a quantity denoted by the shorthand, O/N2).  The solar EUV flux is the energy source that produces the dayside F-region ionosphere.  Together with neutral composition and estimates of forces driving plasma transport, the solar EUV is used to estimate the F-region ionospheric parameters.  Limb observations similar to those obtained by SSULI are used to determine profiles of neutral densities.  It should be noted that SSUSI algorithms do not currently produce any product for the case of the solar zenith angle lying between 90( and 110( (except in the auroral zone, as already indicated). 

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	



5.2 SSUSI Auroral E-Region Algorithm
5.2.1 Language Independent Description  
The original complete and detailed SSUSI auroral E-region algorithm was written in Language Independent Description(LID).   See Appendix A for SSUSI Auroral E-Region Algorithm Language Independent Description Version 2.0. 
The Appendix details the SSUSI Auroral E-Region Algorithm in a manner which is independent of any computer programming language or computer hardware architecture. 

The SSUSI Auroral E-Region Algorithm attempts to quantify specific characteristics of the diffuse aurora. The methods used in the quantification rely upon specific Ultra-Violet emissions as measured by the SSUSI instrument. The output products are:

E0e
The Characteristic Energy of Electrons, in units of [Kiloelectron-Volts].
Qe
The Energy Flux of Electrons, in units of [1 erg*cm-2*s-1].


HmE   The Height at which the Peak Density of Electrons occurs, in units of [Kilometers].
NmE   The Peak Density of Electrons, in units of  [electrons*cm-3].
FoE     The Plasma Frequency, in units of [seconds-1 ].

HP       Hemispheric Power – the energy being dumped into the polar cap. 
Arcs     Locations of discrete auroral arcs.

5.2.2 Updated Auroral Algorithm
Only the SSUSI sensor produces EDRs in the auroral zone.  This is because limb views through the aurora generally have too much structure to allow retrieval of useful geophysical parameters.  This section provides an algorithm overview, a discussion of algorithm issues, and the validation plan for each of the three Auroral EDRs (Auroral Boundary, Precipitating Particle Characteristics, and E-Region Electron Densities).
5.2.2.1 Precipitating Particle Characteristics

The precipitating particle algorithm determines the combined effective net energy and flux of precipitating electrons and ions.  Auroral optical emissions are produced by electron impact, proton impact, and hydrogen atom impact on neutral particles.  The dominant neutral species at ionospheric heights are N2, O2, and O.  The current SSUSI auroral algorithm makes use of N2 Lyman-Birge-Hopfield (LBH) bands located in two different wavelength regions and treats the combined emission by electron and proton aurora as produced by pure electron aurora.  The first group of LBH bands, designated LBH-S, lie in the 140–150 nm range for which absorption by O2 molecules is a significant effect.  The second group of bands, designated LBH-L, lie in the 165–180 nm range, where absorption by O2 is much weaker.  Because the O2 density falls off rapidly with altitude in the E-region, the ratio of LBH-S to LBH-L intensities is quite sensitive to the height of the emitting layer.  Because more energetic particles penetrate deeper into the atmosphere, this intensity ratio is also related to the characteristic energy (hardness) of the incident precipitating electron spectrum.  Once the mean electron energy is determined, the electron flux can be related to the brightness of either of the two LBH signals.  An early version of the auroral algorithm, which tried to determine characteristic energy and flux of both electrons and ions (rather than an effective net energy and flux associated with both together), is described in more detail in the SSUSI Science Interpretation Manual.  The version of the algorithm is that was in place at the time of the F16 Cal/Val is described in the CPI report by D. Strickland and S. Evans titled New SSUSI Algorithm for Auroral Ionization Data Products and Associated Variances delivered to APL in 1999.  In this version no distinction is made between protons and electrons as it is assumed that both are equally as efficient in exciting LBH emissions.  The current version of the auroral algorithm in the new SSUSI GDAS uses the same electron/proton philosophy as the CPI algorithm, but incorporates newly generated lookup tables and new techniques for removal of signal backgrounds (described below).

An important issue identified by the F16 Cal/Val effort involves instrumental noise (high count rates) that occur in high latitude regions containing high energy (MeV) penetrating particles.  The F16 Cal/Val Report recommended development of an algorithm to identify the locations of such regions so that they could be excluded from auroral algorithm processing.  A prototype version of such an algorithm has been developed and incorporated into the SSUSI GDAS.  This algorithm, which is the first step in the auroral pixel processing, uses the SSUSI limb observations to help identify these regions.  First, the average value of all high altitude (first 6 scan steps, all along track pixels) SSUSI limb LBH-S pixels is determined for each L1B scan in the quarter orbit being analyzed.  If it were not for MeV particle induced noise, one would normally expect almost no LBH-S intensity for these high altitude limb pixels.  The mean and standard deviation of these average intensities over the quarter orbit are then calculated.  Next, the high altitude intensity averages are compared to a threshold level equal to the mean value plus one standard deviation, and a second mean and standard deviation are calculated from only those scans having below threshold values.   A second threshold is determined as the second mean intensity plus 1.7 times the second standard deviation.  Scans with average high altitude limb intensities above this second threshold are considered contaminated by MeV noise.  This procedure is used to avoid identifying intense auroras as contaminated.  

At this point, single, isolated scans that are contaminated are excluded from further processing.  However, an attempt is made to correct for MeV particle generated noise in scans that are not isolated.  It is presumed that each such scan contains at least some non-auroral data.  The correction algorithm searches for local minima across the scan and selects such locations as indicators of the noise level.  From these minima, noise “intensities” are linearly interpolated/extrapolated to the entire scan and subtracted from the observations.  

The next step in the analysis of auroral pixels is to remove the dayglow component from the observations.  This is done with the help of a statistical dayglow models for LBH-S and LBH-L derived from SSUSI F16 data.  The models were developed using a large (1-2 months) set of SSUSI data obtained during geomagnetically quiet time periods that was carefully screened by hand to remove auroral and other non-dayglow artifacts.  The model is a function of along-track and cross-track pixel number and solar zenith angle.  Data from the quiet times data set was binned onto this three-dimensional grid, averaged and smoothed to produce the model.  For each high latitude quarter orbit, the SSUSI data are binned in the same way as the dayglow model.  The model is then scaled to match the binned data using a least squares fit.    The scaled model is then subtracted from the data prior to further auroral processing.

After MeV particle noise and dayglow are removed, the remaining L1B pixels are regridded into 25(25 km super pixels in magnetic latitude and local time coordinates.  Values for any un-sampled super pixels (typically occurring near the edge of the scan) are determined by interpolation.  The average look angle associated with each super pixel is also determined.  

At this point, the LBH band ratio for each pixel can be determined.  This ratio is related to the characteristic energy, E0, through a pre-calculated lookup table derived from the results of numerous runs of the B3C electron/ion transport model designed to predict auroral emission.  The lookup tables also depend on the look angle because of the increase absorption associated with LBH-S for longer atmospheric path lengths.  The model runs used to develop these relationships assumed that the precipitating particle spectrum has one of two shapes thought to represent the general climatology of auroral precipitation: a Maxwellian with a low energy tail, or a Gaussian with both low and high energy tails.  For electron precipitation, Maxwellian (Gaussian) distributions are generally appropriate for diffuse (discrete) aurora.  The operational algorithm currently assumes a Gaussian distribution for all conditions, but an alternate set of Maxwellian tables is available as well so that future changes to the software in this regard would be relatively simple.  It should be noted that while E0 always refers to the energy at which the distribution peaks, this is not necessarily the same as the average energy, Eavg.  For Gaussian distributions the two are approximately equal, but for Maxwellian distributions E0 is half of Eavg.   

After E0 is determined, a second lookup table is used to determine the LBH-L brightness corresponding to an incident energy flux of 1 erg/cm2/sec for each super pixel.  This table, which is also derived from the same B3C model runs described above, represents a “yield curve” for the LBH emissions as a function of energy.  The table provides a relationship between LBH-L yield and E0 and look angle.  The energy flux, Q, in each super pixel is then determined from the ratio of the observed LBH-L intensity and the of 1 erg/cm2/sec expected yield using the fact that auroral brightness scales linearly with the incident flux.

While this E0/Q analysis could be performed on all super pixels in a high-latitude quarter orbit, the auroral zone forms only a portion of such a quarter orbit file.  To prevent analysis of non-auroral pixels, the E0 and Q calculations are only made for super pixels having LBH-S and LBH-L intensities above a minimum value of 100 R after dayglow and MeV particle noise subtraction.  Furthermore, of the pixels for which the calculations are made, only pixels having Q above a threshold value of 0.2 ergs/s/cm2 are considered to be auroral pixels.  This filtering process is intended to remove mid-latitude (sub-auroral) latitude pixels.  It also reduces the effect of any residual un-removed dayglow and/or noise on auroral products, and is a precursor to identification of the Auroral Boundary (see next section).  

5.2.2.2 Red Leak and Long Background counts
For the Auroral algorithm, the dayglow and MeV noise signals are removed.  Since the long background and red leak correction algorithms do not work well in the MeV noise filled regions around aurora, they provide a complication to the fitting of the dayglow on MeV noise signals.  Therefore, before the auroral algorithm tries to smooth the data to fit dayglow and MeV noise, the long background and red leak radiances are un-subtracted before fitting.
5.2.2.3 Auroral Boundary
The Auroral Boundary Algorithm (ABA) determines both an important space environment data product and enables the SSUSI GDAS to flag pixels according to the appropriate geophysical region (e.g., auroral, dayside, nightside).  The ABA runs after the precipitating particle characteristics algorithm (above) and uses the quarter orbit Q image that is one output of the characteristics algorithm as its starting point.  As previously indicated, super pixels in the magnetic latitude/local time coordinates are only considered to be auroral pixels if they have Q > 0.2 ergs/s/cm2.  The first step in the Q image processing is to identify boundary pixels.  Boundary pixels are defines as auroral pixels that (1) have non-auroral neighbors, (2) are not at the edge of the SSUSI swath, and (3) have at least one neighboring boundary pixel according to conditions (1) and (2) (i.e., are not isolated).  Once the boundary pixels in the image are identified, the most equatorward of these pixels within each local time sector of 0.25-0.5 hours are selected.  The magnetic and geographic locations of these equatorward boundary pixels are reported as the portion of the auroral boundary that is within the SSUSI swath.  

The final step in the ABA processing employs an auroral oval model derived from GUVI observations to extrapolate from the portion of the boundary that SSUSI is able to observe to a global boundary specification.  To avoid problems associated with any residual dayglow effects that may be present, only the nightside (18 MLT – 6 MLT) portion of the equatorward boundary points observed by SSUSI is used to determine the global boundary.  If there are no valid equatorward boundary points in this MLT range, then the same GUVI statistical auroral oval model is used to specify the global boundary based on Kp.  This can sometimes happen under conditions of low auroral oval brightness. 
5.2.2.4 Polarward Auroral Boundary Detection

5.2.2.4.1 Definition

The poleward auroral boundaries (PAB) are defined as the locations of the poleward edge of the auroral oval or partial auroral oval at a fixed energy flux 0.2 ergs/s/cm2, the same value for the equatorward auroral boundary determination. There are two kinds of PAB, SSUSI swath PAB and global PAB. The swath PAB covers the regions within a SSUSI swath while the global PAB are the modeled boundaries fitting the swath PAB.

5.2.2.4.2 Data and SSUSI swath poleward boundary
The electron energy flux (Q) maps in magnetic latitude and magnetic local time (MLT) coordinates from the SSUSI auroral EDR data products are used for the PAB detection.  Contour lines are first drawn on a Q map. Positions of the contour lines represent the location combinations of equatorward boundaries, poleward boundaries and other boundaries. The equatorward boundaries are determined first using the equatorward boundary algorithm (see related description in the earlier SSUSI documents). By excluding the equatorward boundary positions and the positions at SSUSI swath edge in the contour lines, a subset of the positions are obtained. They include the poleward boundaries and other boundaries.    In each local time sector (0 to 24 with a size of 0.5 hour), the standard deviation is calculated for the part of the subset positions. A reference magnetic latitude is then determined by subtracting the deviation from the largest magnetic latitude in the subset position in the MLT sector. Those subset positions in the MLT sector with magnetic latitude above the reference latitude are considered valid poleward positions. By adding the poleward positions in all of the MLT sectors, the SSUSI swath boundary positions are obtained.   

5.2.2.4.3 Global poleward boundary
The global poleward boundaries are estimated by minimizing errors between SSUSI swath poleward boundary and pre-calculated poleward model boundary using the GUVI auroral model which depends on Kp. These pre-calculated boundaries use the same energy flux threshold (0.2 ergs/s/cm2) for different Kp. Because the GUVI model is based on Epstein function fitting which provides positive values all the time, the GUVI model based poleward boundary tends to move to very high latitudes during high Kp.  In reality, the poleward boundary usually sits at relatively lower latitudes during geomagnetic active time despite of poleward expansion of the auroral oval. To minimize the side effect of the GUVI model, the pre-calculated global boundaries are expanded to include those with various flux thresholds from 0.1, 0.2 and up to a few ergs/s/cm2. Test shows that such a procedure leads to fairly reasonable results, especially for the highly structured swath boundaries. The SSUSI swath and global poleward boundaries are provided in both magnetic and geographic coordinates.  

5.2.2.5 Magnetic Field Lines

The above mentioned equatorward auroral boundary is then used to find the magnetic field lines. The boundary latitude/longitude are fed into the IDL package called GEOPACK (which is available here: http://ampere.jhuapl.edu/code/idl_geopack.html) to find the location of the field lines. This IDL library is a wrapper of the FORTRAN code developed by N. A. Tsyganenko. The model description, and its code is available here: http://geo.phys.spbu.ru/~tsyganenko/modeling.html.
5.2.2.6 Discrete Auroral Arc
5.2.2.6.1 Introduction

Discrete auroral arcs (DAAs) are due to intense field aligned particle acceleration, and are associated with higher energy precipitating electrons. This precipitation leads to strong horizontal structures in the polar ionosphere. These structures serve as sources of radio wave scatter that cause radar clutter and HF radio fluctuations. The enhanced electron density in the E-region and below also causes strong HF radio wave absorption. The strong field aligned current associated with DAAs often leads to enhanced satellite surface charging when satellites pass through the field lines.
DAAs are typically identified using dynamic three-dimensional characteristics; however, the measurements by SSUSI do not allow for this type of characterization. The EDR-Auroral data product contains a collection of radiance image maps that are suitable for identifying suspected DAAs "by eye." However, a concise definition in this static two-dimensional context is difficult to obtain. With these limitations, the algorithm must rely entirely on image processing techniques irrespective of the physical processes that drive the production of DAAs.
Two image-processing methods can be employed in the SSUSI DAA algorithm: the “gradient method,” or the “curvature method.” Each uses a slightly different method for identifying the DAAs, with similar but distinct results. The gradient method finds the boundaries of a DAA, and fills in the center of these boundaries to yield a closed region. The curvature method identifies the “crests” of a DAA, resulting in a DAA region that is more narrow that the gradient method. The step-by-step process of the algorithm is described in a later section. In this introduction, an illustration of the fundamental difference between the gradient and curvature methods is presented.

Figure 5.2.2.6.1 shows an LBH Short radiance image exhibiting DAAs. The DAAs are evident as long, narrow structures that vary in intensity and orientation. This example illustrates that DAAs cannot be identified by radiance intensity alone, as the background intensity in one region may be stronger than a DAA’s intensity in another region.

Identifying the DAAs using the gradient method involves calculating the gradient magnitude and Laplacian of the radiance image; these are shown in Figure 5.2.2.6.2. The boundaries of the DAAs are defined as those pixels with the gradient magnitude greater than a floating threshold, and value of Laplacian less than zero. The interior of these boundary pixels are filled in, resulting in the identification of pixels located in presumed DAAs.

The curvature method calculates the principal curvatures of the radiance image; these are shown in Figure 5.2.2.6.3 for the example radiance image. The larger principal curvature approximately highlights the boundaries of the DAAs, while the negative of the smaller principal curvature identifies the crests of the DAAs. Applying a floating threshold to the negative of the smaller principal curvature array identifies the pixels comprising the DAAs; the larger principal curvature is not used, though it was included here for illustration purposes.

The results of applying the two methods above are shown in Figure 5.2.2.6.4; other processing has occurred to produce these binary images, which will be described later. The general structures identified compare well between the two methods, but the detailed structure and connectivity vary. Throughout the following discussion, there are two main considerations when modifying the DAA algorithms’ adjustable parameters: 
1) identification of all DAA regions and 
2) connectivity within and between DAA regions.
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Figure 5.2.2.6.1: LBH Short radiance, F16 Orbit  08122, 15 May 2005, southern hemisphere
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5.2.2.6.2 Algorithm Description

The algorithm takes as input the two-dimensional radiance intensity array of the predetermined color, located in the EDR-Auroral variable: 

DISK_RADIANCEDATA_INTENSITY_HEMI,

where HEMI can be NORTH or SOUTH. This array is a uniform grid in a polar azimuthal equidistant projection of the geomagnetic latitude and geomagnetic local time, with appropriate geomagnetic pole as the origin; that is: 90-ABS(glat) is the radius and geomagnetic local time is the angle of a two-dimensional polar coordinate system. Figure 5.2.2.6.5 shows contours of the geomagnetic latitude and geomagnetic local time, as well as contours of geomagnetic longitude. The geomagnetic longitude is defined only for pixels within the swath boundary, and contours are not straight lines in this projection due to the motion of the satellite.

The algorithm begins by cropping the radiance image to reduce the computational time. This cropped image is then up-sampled (using the AUR_ARC_MULT parameter) using bilinear interpolation. No smoothing of noise is done at this stage. The purpose of the up-sampling is to have higher resolution for the morphological image processing in the next stage.

After cropping and up-sampling, the DAA pixels are identified using either the “gradient method” or the “curvature method.” The derivatives of the noisy data are performed using modifications of the so-called “Laplacian of Gaussian” (LoG) method. Rather than applying a Gaussian filter, followed by finite-difference derivative operation, the LoG method involves taking the analytic derivatives of a symmetric two-dimensional Gaussian function, and creating a single convolution filter; the Gaussian smoothing and derivative operations are thus computed simultaneously. Similar filters are produced for first and second derivatives, and used as appropriate for either the gradient or curvature thresholding method.

The image is converted to a binary image (1 for DAA pixel, 0 otherwise) using a floating threshold: the cutoff value is AUR_ARC_THRESHOLD times the maximum value of the thresholding image (magnitude of gradient for “gradient method,” negative of smaller principle curvature for “curvature method”). After thresholding the image, two morphological operations are performed: a “closing” operation using a circular structure element, followed by an “opening” operation using a circular structure element with half the radius of the previous closing operation. The goal of the closing operation is to connect nearby components to yield a connected region representing a single DAA. The purpose of the opening operation (with smaller structure element) is to break narrow isthmuses that may have formed during the closing, yielding erroneously connected DAAs.

Next, the non-zero pixels in the binary image are grouped and labeled (using IDL’s LABEL_REGION command) according to connectivity. The binary image is then down-sampled to the original resolution, maintaining the group labels previously determined.

Minimum bounding boxes (MBBs) are then found for all regions, and the groups are sorted, in descending order, according to maximum bounding box length. The left panel of Figure 5.2.2.6.6 shows the results after this step. Only the largest of these DAAs are retained, the number of which is given by the parameter AUR_ARC_MAX; these retained DAAs are shown in the right panel of Figure 5.2.2.6.6. The median value of radiance for each group is then calculated and stored.

The final step is recalculating the minimum bounding boxes, and their orientations, in geographic coordinates. Previously, all spatial computations have been done using index values as dimensions: 0 ≤ x,y ≤ 362. However, the conversion from geomagnetic to geographic coordinates requires a well-defined geomagnetic longitude. As seen in the right panel of Figure 5.2.2.6.5, if a MBB vertex falls outside the boundary of the swath, it does not have a defined geomagnetic longitude and can not be converted to geographic coordinates. Thus, the individual DAA pixels must be converted from geomagnetic to geographic coordinates, and the MBBs are recalculated using a geographic polar azimuthal equidistant projection. The orientation information of each MBB is also calculated, and all variables are added to the EDR-Auroral NetCDF file.

[image: image147]

[image: image148]
5.2.2.7 Proton auroral pixel identification (flag)

5.2.2.7.1 Background
Particle precipitation (electrons and ions, mainly protons) causes emissions at different wavelengths in the auroral oval and sub-auroral latitudes. The auroral emissions at or around 121.6 nm are due to precipitating energetic protons. Energy flux of proton precipitation is usually much smaller than that of electrons during quiet and moderate geomagnetic activities. However, proton energy flux is significant higher during geomagnetic storms and can not be ignored compared to the electron energy flux. To accurately estimate electron mean energy and energy flux in the auroral oval based on N2 LBHS and N2 LBHL intensities, proton’s contribution in LBHS and LBHL needs to be removed. Before such a process can be done, location of proton precipitation or proton aurora should be identified.     

The current SSUSI operational software for auroral products provides dayglow removed proton auroral images in magnetic coordinates (magnetic latitude and local time). Due to the fact that dayglow at 121.6 nm extends from dayside to nightside and its intensity is usually larger than the 121.6 nm auroral intensity, the dayglow removed proton auroral images always have a significant un-removed dayglow and appear to be noisy. This increases the difficulty to accurately identify true proton auroral pixels in the images. Nevertheless, a robust algorithm has been developed and tested. Figure 1 shows a flow chart of the current SSUSI proton aurora identification process.      

[image: image149.emf]
Figure 1. A flow chart of SSUI Proton auroral identification or flagging process using 121.6 nm L1B disk data.
5.2.2.7.2 Method Description

Proton auroral flagging processing is performed after the auroral EDR process is done. The auroral EDR process provides dayglow and MeV noise (only test version for MeV at sub-auroral latitudes. MeV noises at SAA are far away from the auroral oval and do not affect auroral products ) removed L1B disk data for all five colors to get net auroral intensities. The net auroral intensities are further mapped/gridded in magnetic latitude (Mlat) and magnetic local time (MLT) coordinates. The net 121.6 nm auroral images in the Mlat-MLT will be used to locate the proton auroral super-pixels in the Mlat-MLT coordinates.  A detailed description for each step in Figure 1 is listed here.

Step 1: Obtain net 121.6 nm auroral images after the auroral EDR processes. 

Step 2: Rectify the net 121.6 auroral images using 121.6 nm dayglow rectification factor. The rectified 121.6 nm images are named IMG. Note that it is difficult to obtain the true 121.6 nm auroral rectification factor as the proton mean energy can not be determined using SSUSI data. On the other hand, both the 121.6 dayglow and aurora intensities have similar dependence on look angles. This rectification process will not have a noticeable impact on proton auroral flagging. 

Step 3: Estimate proton auroral threshold based on IMG.

(k) Calculate mean (IMGmean) and deviation (IMGdev) of IMG over the SSUSI swath, set ref = IMGmean+ IMGdev
(l) Select a sub-set of IMG where the values of IMG are less then ref to over the SSUSI swath to form a new data array IMG1.

(m) Calculate mean (IMG1mean) and deviation (IMG1dev) of IMG1, set ref1 = IMG1mean+ IMG1dev. The ref1 is the proton auroral threshold.
(n) Let IMGa be a 5-point smoothed IMG and IMGb a 9-point smoothed IMG. The possible proton super-pixels can be determined by following conditions: The intensities of IMG, IMGa and IMGb are all larger than ref1. 

Step 4:  Clean up the identified proton super pixels

(a) Exclude single or isolated proton super-pixels. Most single pixels are due to residual dayglow contamination. 

(b) Excluding the proton super-pixels at two degrees (in magnetic latitudes) below the equatorward auroral boundary.  Residual dayglow could lead to false proton flagging.

Step 5: Set the cleaned proton super-pixels as proton auroral flags in the auroral EDR

                   products. 

5.2.2.7.3 Examples

The proton aurora identification algorithm has been tested with both F16 and F17 SSUSI data over a few days. It worked well even when the proton auroral intensities were weak. The left panel in Figure 2 shows the net 121.6 nm auroral images from F16 SSUSI with very limited background noisy. The right panel in Figure 2 indicates the identified proton auroral super-pixels. The identified proton auroral pixels are consistent with the proton auroral images. 

The algorithm can do fairly a good job when the background noises are visible. Figures 3 and 4 show two examples from F17 SSUSI.         
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Figure 2. F16 SSUSI proton auroral identification. Left: Net proton auroral images in Mlat-MLT coordinates. Right: Identified proton auroral super-pixels.
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Figure 3. Similar to Figure2 but for F17 SSUSI proton auroras. Note the noisy background does not affect the algorithm to find the true proton auroral pixels. 


[image: image155]

 SHAPE  \* MERGEFORMAT 
[image: image156]
Figure 4. Similar to Figure2 but for F17 SSUSI proton auroras. The relatively strong noisy background starts to show its effect. However, the algorithm is still able to find the true proton auroral pixels. 
5.2.2.8 SSUSI Auroral Proton Correction

5.2.2.8.1 Background

SSUSI auroral products (electron mean energy E0 and energy flux Q) are derived from net auroral intensities in LBHS and LBHL bands. However, the observed LBHS and LBHL auroral intensities are contributed by both precipitating electrons and ions (mainly protons). Under geomagnetic quiet conditions, the energy flux of proton precipitation is much weaker than that from electrons.  The proton contribution to the LBHS and LBHL intensities is negligible. However, during geomagnetically active times, the proton contribution can’t be ignored, especially in the dusk-night sectors.  The F16 and F18 cal/val studies found that ignoring proton contribution can significantly affect the accuracy of the SSUSI auroral products during geomagnetically active periods. CalVal recommended removing the proton contributions to  LBHS and LBHL data before deriving the E0 and Q products.

5.2.2.8.2 Challenges
The F16 and F18 SSUSI cal/val efforts concluded that there are often high energy tails (> 30 keV) in the spectra of precipitating protons based on particle data from the DMSP and NOAA POES satellites. To remove the proton contributions in the LBHS and LBHL auroral radiances,  the proton spectral shape, as well as total energy flux, covering energy ranges from tens of eV to hundreds of eV are required. There are a few challenges to obtaining the proton spectral information. (1) The DMSP/SSJ5 particle detectors provide spectral data about precipitating protons over an energy range from 30 eV to 30 keV that are somewhat limited. Furthermore, the SSJ5 particle data are available just for the nadir viewing direction. There is no coincident proton information for off nadir directions which account for most of SSUSI auroral pixels. (2)  NOAA POES satellites unfortunately do provide proton information above 30 keV, and there are few coincident measurements; thus, it is not practical to the POES data. (3) Auroral models, such as Hardy models, do provide the climatology specification of precipitating protons. But this raises  an issue: proton auroras are quite dynamic and the climatology models are not able to accurately represent the proton location, intensity and spectral shape. All of the above three challenges strongly suggest the need for an alternative method for the proton correction. 

5.2.2.8.3 Method

One of the general requirements for operational algorithms is single sensor dependence. This means that any SSUSI algorithms should depend on SSUSI data only. Considering this requirement and the challenges discussed above, a purely data based proton correction algorithm has been developed. This algorithm is driven by pre-calculated lookup tables and is simple and fast to run. The following sections describe how the lookup tables are constructed and show a couple of examples.   

5.2.2.8.3.1 Relationship between LBHS (LBHL) and 121.6 nm radiances for pure proton auroras

The only information about proton precipitation that SSUSI can provide is the proton auroral intensities. In addition to LBHS and LBHL, SSUSI also measures intensities at 121.6 nm, which  can be exploited to derive proton contribution. The first step in creating the algorithm is to determine the relationship between LBHS (LBHL) and 121.6 nm radiances under conditions of pure proton aurorae (no electron precipitation). Due to different drift paths of energetic (auroral producing) electrons and protons in the magnetosphere, the protons tend to precipitate at lower latitudes than electrons in the dusk side.   Figure 1 shows one example of pure proton aurora seen by SSJ5 on DMSP F18 on dusk side (~18:00 magnetic local time).  The F18 SSJ5 particle data in 2011 have been searched and the pure proton events were automatically identified and recorded. The F18 SSUSI auroral images were processed and the auroral radiances of 121.6 nm, LBHS, and LBHL at the locations of pure proton auroras are extracted.   
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Figure 1. Electron and proton spectra (two bottom panels) from SSJ5 on F18 DMSP between 09:20 and 09:23 UT, January 22, 2012. The time interval between two red arrows indicates strong proton precipitation but no electron precipitation. 
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Figure 2. A scatter plot of 121.6 and LBHS aurora intensities for the identified pure proton auroral events in 2011. The colors represent different mean energy of precipitating protons.

A number of pure proton events were identified. Figure 2 shows a scatter plot of 121.6 nm intensities versus LBHS radiances from F18 SSUSI for only pure proton auroras. The mean proton energies are color-coded. The data points indicate that the LBHS and 121.6nm intensities are essentially linearly correlated. A linear fitting is applied to the data points and the fitted line (black) represents the data fairly well except the points with LBHS intensities above 4 kR.  The linear fitting process has been applied to a subset of the data (excluding the points with LBHS > 4kR). The new fitting line is nearly identical to the black line. Therefore, the fitting line with all data points will be used. The fitting coefficients are shown by an equation in Figure 2. Similar results are shown in Figure 3 for the LBHL and 121.6 nm data.  These results demonstrate that the LBHS and LBHL intensities due to pure proton precipitations can be estimated by the proton (121.6nm) auroral intensities. Note the fitting coefficients in Figures 2 and 3 are valid for nadir viewing condition.   The look angle dependence of ratios (LBHS/121.6nm, and LBHL/121.6nm) will be discussed in the next section.
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Figure 3. Similar to Figure 2, but for LBHL and 121.6 intensities. 

5.2.2.8.4 A Look Angle dependence

There are few SSUSI and SSJ5 coincidences at off nadir looking directions. This makes it difficult to use the particle data to identify pure proton auroras off nadir. To determine the look angle dependence of the ratio between LBHS (LBHL) and 121.6nm, geomagnetic storms in 2011 are identified. SSUSI images with intense proton auroras are then selected. The proton auroral pixels are already available from the existing auroral products. The ratio between LBHS (LBHL) and 121.6 nm at the proton auroral pixels as well as associated look angles are calculated and collected. These ratios are then binned and averaged at look angle grids (see the black lines in Figure 4).  The lines are not smooth due to various reasons. A COS function ( cos(scale*look)) has been selected to fit the lines. This results in smooth red lines in Figure 4. The fitting function and coefficients are also displayed in Figure 4.   It is important to note that the data associated with proton pixels are not necessary for pure proton auroras. Electrons could contribute to the LBHS and LBHL intensities. Therefore, the fitting curves in Figure 4 may be subject to some errors. There is a room for further improvement. But they represent the best estimation possible so far.  The look angle dependence is further normalized to 1 at look angle = 0.
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Figure 4. Look angle dependence of LBHS/121.6nm (left) and LBHL/121.6nm (right) in proton aurora.

5.2.2.8.5 Examples

The nadir relation between nadir LBHS (LBHL) and nadir 121.6 nm auroral intensities (Figures 2 and 3) as well as the look angle dependence shown in Figure 4 provide all needed information to construct the data based proton correction look up table. For a given set of SSUSI auroral images (121.6 nm and LBHS), the 121.6 nm images are converted to the equivalent LBHS image using relation specified in Figure 2. Then the look angle correction is applied to the equivalent LBHS image using the normalized curve (left panel of Figure 4) to get true LBHS intensities due to proton precipitation. The true proton produced BHS intensities are then subtracted from the original LBHS image to get a proton corrected LBHS image.  Figure 5 shows one example of original LBHS auroral image (left) on March 9, 2012 and proton corrected LBHS image (right). The corresponding LBHL images for the same orbit are shown in Figure 6.    

             [image: image162.png]18

March 9, 2012 DOY:069  Orbit: 12317 (DMSP F18)

North UT 01:32

SSUSILBHS (kR )

10

01



[image: image163.png]18

March 9, 2012 DOY:069  Orbit: 12317 (DMSP F18)

North UT 01:32

SSUSILBHS (kR )

10

01




Figure 5. Auroral LBHS images without (left) and with (right) the proton correction on March 9, 2012. 

[image: image164.png]18

March 9, 2012 DOY:069  Orbit: 12317 (DMSP F18)

North UT 01:32

SSUSILBHL (kR)

10

01



[image: image165.png]18

March 9, 2012 DOY:069  Orbit: 12317 (DMSP F18)

North UT 01:32

SSUSILBHL (kR)

10

01




Figure 6. Similar to Figure 5 but for LBHL data.

5.2.2.9  SSUSI Auroral Hemispheric Power
5.2.2.9.1 Background

Auroral hemispheric power (HP) refers to the total energy flux of precipitating electrons over entire northern or southern hemisphere. HP is an important parameter that indicates the strength of electron energy input form the magnetosphere to the ionosphere as well as the magnetosphere and ionosphere coupling. Hemispheric power is also one of the key drivers for disturbances in the ionosphere and thermosphere, such as depletion of TEC and O/N2. Accurate specification of HP in global simulations of the ionosphere and the thermosphere is required for a better understanding of the thermosphere and ionosphere response to the auroral heating. 

It is straightforward to estimate HP by integrating electron energy flux density over the entire auroral oval if the global map of the electron energy flux density is available. The challenge is that SSUSI data just cover a part of the auroral oval.  The SSUSI auroral EDR process provides electron energy flux over a SSUSI swath. To estimate the HP using the SSUSI electron energy flux, a climatology model of global electron energy flux is required. The model allows us to convert the swath measurement to the global estimation. Figure 1 shows a flow chart of the process of SSUSI hemispheric power estimation.      

[image: image166]
Figure 1. A flow chart of SSUI hemispheric power (HP) estimation using the SSUSI auroral EDR products and GUVI auroral model.

5.2.2.9.2 Method Description
SSUSI hemispheric power estimation is performed after the other auroral EDR processes are done. The auroral EDR processes provide electron energy flux maps over partial auroral oval within the SSUSI swath. The auroral EDR also provides equatorward auroral boundary within the SSUSI swath. A TIMED/GUVI based global auroral model (or GUVI model) runs during the SSUSI auroral EDR process. All these products are used in calculating the SSUSI HP. Details are listed below.

Step 1: Extract the SSUSI swath electron energy flux map, SSUSI swath equatorward auroral boundary from the auroral EDR processes. 

Step 2: Identify the nightside equatorward boundary from the SSUSI swath equatorward boundary. The nightside refers to magnetic local time between 18:00 and 24:00 as well as 00:00 to 06:00. Use the nightside boundary to find the best match of pre-calculated GUVI model boundaries and associated global map of modeled electron energy flux. 

Step 3: Calculate the SSUSI swath HP by integrating the SSUSI swath electron flux map. Estimate the GUVI model HP by integrating the modeled electron flux map obtained in step 2. Find the GUVI model swath HP by summing up the GUVI modeled electron flux over the SSUSI swath.

Step 4:  SSUSI HP is estimated using following formula:

             SSUSI HP = (SSUSI swath HP) * (GUVI modeled HP) / (GUVI model swath HP)
Step 5: The SSUSI HP is then added to the SSUSI auroral EDR products. 
5.2.2.9.3 Examples
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Figure 2. F16 SSUSI electron energy flux map (southern hemisphere) for orbit 17807, April 1, 2007. The estimated SSUSI HP was 83 GW. The dashed red line indicates the global auroral equatorward boundary
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Figure 3. F16 SSUSI and NOAA auroral hemispheric power over an eleven day period 

From Day 90 to 100, 2007.
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Figure 4. Similar to Figure 3 but for Day 280 through 290, 2008. 
5.3 SSUSI Auroral Oval Prediction Algorithm
Introduction:

Particle precipitation in the auroral oval serves as an important connection between the magnetosphere and ionosphere/atmosphere.  The precipitation not only creates extra ionization in the high-latitude ionosphere which leads to absorption and disturbances in radio communication, but also enhances the Joule heating which alters the thermospheric convection and composition and further causes the global ionospheric disturbances.  The higher fidelity of auroral hemispheric power estimation forecast provides us the better capability of monitoring the ionospheric conditions in high latitude region for space weather.   A new capability has been developed to predict the auroral quantities using the SSUSI data.  

Method

The SSUSI Auroral Oval Prediction Model is developed to predict the auroral quantities of electron mean energy and energy flux for 45 DMSP orbits, ~ 3 days, in advance.  The prediction algorithm is developed using the Bayes decision theory for analyzing auroral features using SSUSI Auroral EDR data and further predicting the equatorward global boundary of auroral oval for the next 45 orbits.  An empirical GUVI Global Auroral Model is used to estimate the auroral quantities of electron mean energy and energy flux at each predicted global boundary.
5.4 SSUSI Dayside F2-Region Algorithm
5.4.1 Language-Independent Description  
The complete and detailed SSUSI dayside F2-region algorithm was written in Language Independent Description(LID).   See Appendix B for SSUSI Dayside F2-Region Algorithm Language Independent Description Version 1.4.

This document provides a language-independent description (LID) of the SSUSI Dayside F2-Region algorithm. The purpose of the LID is to provide a detailed outline of the steps required to calculate the Dayside environmental data products and their associated uncertainties using any programming language.  

The SSUSI Dayside F2-Region algorithm accepts specific Ultra-Violet intensities on a pixel-by-pixel basis, and generates the output products listed below for each pixel.  A pixel which represents a measurement made while viewing the Earth’s hard disk is referred to as a disk pixel.  A pixel which represents a measurement made while viewing the Earth’s limb actually includes a complete set of measurements made when viewing from the largest tangent altitude down to the Earth’s hard disk..  The output products for an individual pixel do not represent the entire dayside portion of the observing region.  However, when the output products for all pixels in the dayside are superimposed over a model of the Earth, the dayside region is well described. 

The Dayside F2-Region Algorithm is divided into disk and limb subsections in the derivations provided in Section 2 below.  The steps required to calculate data products for both disk and limb pixels was clearly identified.  Although some derivations are similar, disk and limb pixels should be treated as entirely separate entities. 

Dayside Disk 
 The dayside disk algorithm processes sensor data which are calibrated, geolocated, and rectified.  The disk algorithm utilizes look-up tables generated from first principles science codes to rapidly calculate dayside disk F2-Region data products from disk measurements of daytime atomic and molecular UV emissions.  The data products derived by the day disk algorithm are 

 (1) QEUV  Solar EUV flux (erg cm-2 s-1) 

 (2) ROVCDN2VCD Ratio of O and N2 vertical column densities (dimensionless). 

 (3) NmF2  F2-Region Peak Density (cm-3) 

 (4) hmF2   F2-Region Height of the Peak Density (km) 

 (5) TEC  F2-Region Total Electron Content (1016 e- m-2) 

 (6) foF2 F2-Region Plasma Frequency (s-1). 

Dayside Limb 
 The dayside limb algorithm processes SIS scan data for the limb portion of the SDR grid.  The limb algorithm utilizes some look-up tables in combination with an inversion algorithm to calculate dayside limb F2-Region data products.  The derived data products are 

 (1) N2  Density profile of molecular nitrogen (cm-3). 

 (2) O2  Density profile of molecular oxygen (cm-3). 

 (3) O  Density profile of atomic oxygen (cm-3). 

 (4) Texo Temperature of the exobase (K). 

 (5) ROVCDN2VCD  Ratio of O and N2 vertical column densities (dimensionless). 

 (6) NmF2  F2-Region Peak Density (cm-3) 

 (7) hmF2   F2-Region Height of the Peak Density (km) 

 (8) TEC  F2-Region Total Electron Content (1016 e- m-2) 

 (9) foF2 F2-Region Plasma Frequency (s-1). 

5.4.2 Modifications to Dayside F2-Region LID Algorithm:  Dayside Disk Modifications

5.4.2.1 CPI Qeuv and O/N2 Lookup Tables
During the F17 CalVal, it was determined that originally generated Qeuv and O/N2 lookup table algorithms were performing poorly.  New O/N2 and QEUV lookup tables were generated with the AURIC airglow model to replace the original LID lookup tables.  The AURIC model, developed by Computational Physics, Inc., was used to model the 135.6 nm and LBH-S emission features and extract a parameterized form of their ratio as a function of O/N2.  Studies show that this functional form is independent of geomagnetic activity, but does depend on solar zenith angle.  This relationship is used to determine O/N2 from the ratio of 135.6 nm to LBH-S.  Once O/N2 is determined, QEUV is derived from the brightness of the 135.6 nm emission.  Functional relationships between signal brightness and QEUV for different O/N2 ratios that were derived from AURIC runs are the basis for this calculation.  

The theoretical spectra generated by AURIC must also be corrected to match the response of the instrument.  While it was well understood that each SSUSI instrument was unique with regard to its response to incoming photons, it was not appreciated until late in the F17 Cal/Val effort that although an instrument response may be well characterized, certain attributes of the calibrated data such as color definitions, the effects of slit functions, and point source responsivity are not addressed in the calibration process. These attributes and effects must therefore be carefully modeled when applying theoretically based algorithms to the data for generation of data products. 

During the F17 Cal/Val effort, the initial approach for adapting theoretical spectra to a specific instrument was to use a simple double boxcar smoothing algorithm for the approximate resolution of the instrument, and to integrate the smooth spectrum over approximate band definition for each of the five colors. Later in the F17 Cal/Val, this approach was improved by convolving the model spectrum with the instrument line shape in Rayleigh space followed by use of color table masks to define each color. 

This approach, however, did not properly address scattering effects resulting from the finite wings of the slit functions combined with the spectral shape of the point source responsivity. During F18 Cal/Val, a more rigorous instrument model, described in Section 2.3.1.3.1 of the  “SSUSI Sensor Calibration.docx” document, was developed and used to generate algorithm lookup tables. Since the various components of calibration files likely differ from one instrument to another, each calibration version of each instrument requires the production and use of a unique set of lookup tables. 

Differences in lookup table values for F17 calibration period “D” vs. F18 calibration period “B” are illustrated in Figure 5.3‑1 for O/N2 and Figure 5.3‑2 for QEUV. It is clear that instrumental differences produce significant differences in the lookup table values between F17 and F18. As shown in Table 2.3.1.3.1, the ratio of 135.6 nm / LBHS for F17 is a full 38% higher than for F18 when the O/N2 is 0.8 and the SZA is 70 degrees. The algorithm now uses instrument-specific lookup tables for all current DMSP missions.
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Figure 5.3‑1. Comparison of O/N2 lookup table values for F17 calibration period “D” (red) and F18 calibration period “B” (blue).
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Figure 5.3‑2. Comparison of QEUV lookup table values for calibration period “D” (red) and F18 calibration period “B” (blue).




The SSUSI O/N2 and QEUV products are produced at the SDR2 resolution of 100 km x 200 km.  The operational algorithm also reports a total error estimate for each product.  The reported error estimate includes and model errors, but does not currently include calibration errors. 

5.4.2.2 Electron Density profile Lookup Tables.  

The following discussion is, in part, a synopsis of an F17 cal/val report [Strickland et al., 2009; hereafter, S09] titled New SAMI2-Based Lookup Table for SSUSI Dayside Ionospheric EDRs containing 1) a detailed description of how the table was developed, 2) extensive sensitivity results, and 3) a discussion of error propagation.  The synopsis is complemented by a discussion of extensions of the F17 cal/val work under the F18 cal/val program.  The original Electron Density Profile table was produced in the 1990s and did not perform well against ground-truth data during the F17 cal/val program.  This provided the motivation for the new table with anticipated better performance based on making use of advances in ionospheric modeling via the SAMI2 model [Huba et al., 2000; 2002; 2003] and a better understanding of ionospheric response to thermospheric disturbances from past FUV remote-sensing investigations.
Under F17 cal/val, a new lookup table and associated software for the afternoon side of the F17 orbit were developed for specifying dayside ionospheric products, in part, from SSUSI data.  The products include HmF2, the height of the F2 layer in km, NmF2, the electron density at HmF2 in e- cm-3, and TEC, the total electron content in units of 1016 e- cm-2.  They are obtained from post-processing of SAMI2 electron densities along field-lines.  The post-processing provides electron density profiles (EDPs) from which the above products can then be obtained. The lookup table contains product profiles versus geographic latitude from 50oN to 50oS as functions of six independent variables in addition to latitude (thus, the dimensionality is 7D).  They are not identical to those in the original table which we refer to as the original LID table.  The following table gives the variables and their grids for the original LID table followed by those for the new SAMI2-based table.  

	Independent variables
	Grids

	QEUV (mW m-2)
	1.0, 2.5

	O/N2
	0.5, 0.8, 1.2

	Solar Declination
	+23.5o, +11.75o, 0.0o, -11.75°, -23.5o

	Magnetic Local Time (MLT)
	0400-2000 (non-uniform grid)

	Geomagnetic Longitude
	21o, 111°, 291o

	Geomagnetic Latitude
	+50o to -50o 

	Ap
	0, 20, 50


Table 4.3.2.2.1  Independent variables and their values for the original LID SSUSI dayside ionospheric EDR lookup table.
	Independent variables
	Grids

	QEUV (mW m-2)
	1.0, 2.0, 4.0

	O/N2
	0.3, 0.5, 0.8, 1.2

	Solar Declination
	+23.5o, 0.0o, -23.5o

	Equatorial Solar Local Time (ESLT)
	1600-2000 hrs; (t=30 min

	Geographic Longitude
	20o, 110o, 200o, 290o

	Geographic Latitude
	+50o to -50o 

	Ap
	10, 150


Table 4.3.2.2.2  Similar to Table 4.3.2.2.1 except for the SAMI2-based lookup table.  Note that coordinates have been changed from geomagnetic to geographic and that magnetic local time has been replaced with solar local time.  ESLTs correspond to SAMI2 UT grid points and are derived from a subset of available UT grid points (leading to the ESLT grid in this table) and the input longitude (i.e., a longitude grid point from this table).  Derived latitudinal profiles of the ionospheric variables possess this longitude at the equator.
Two of the variables in Table 4.3.2.2.2, QEUV and O/N2, are derived from SSUSI disk measurements within the 135.6 and LBH-S spectral channels.  QEUV is an integrated measure of the solar EUV/XUV flux from 1.1 to 45 nm while O/N2 is the ratio of the O and N2 column densities referenced to a depth in N2 of 1017 cm-2 [Strickland et al., 1995].  These are not direct inputs into SAMI2.  Sections 6 and 7 of S09 discuss the inputs that allow us to associate the above ionospheric products with these SSUSI data products.  The ranges of QEUV (non-flare) and O/N2 in the new lookup table are based on observed ranges from extensive analyses of GUVI data [unpublished as well published, e.g., Strickland et al., 2004a,b; Meier et al., 2005; Strickland et al., 2007].  It is important to keep this in mind since any bias between SSUSI and GUVI leads to biases in the ionospheric products.  A bias could also, at times, place SSUSI values of QEUV and O/N2 outside of their respective ranges, in which case, the lookup table will not return product values since extrapolation is not permitted.


Results in S09 illustrate a clear ionospheric response to changes in QEUV and O/N2 that makes it attractive to use SSUSI dayglow data in the present application.  Nevertheless, other parameters (unmeasured) can play an important role and require us to apply climatologies, in particular, to meridional winds and equatorial ExB vertical plasma drifts.  We rely on the climatologies within the SAMI2 model to account for the effects arising from winds and drifts.  While, on average, we may achieve satisfactory ionospheric specifications using SSUSI data products in conjunction with the new lookup table, at times we should expect significant deviations from the true state of the dayside ionosphere, at least in part, from the use of climatologies.


  Generation of the original LID lookup table made use of the LOWLAT model [Anderson, 1973a, 1973b].  Recent comparisons between table-based TEC and measured values from the Jason-1 ocean altimetry mission, as part of the F17 cal/val program, showed serious disagreements in which table-based values exceed measured values.  Part of the motivation for replacing the operational table was this disagreement.  Another key factor is the weak response in the table of NmF2 and TEC to changes in O/N2.  At the time of the original work, the strength of the response as observed by Strickland et al., [2001] was unknown.  Use was made of DE1-based O/N2 (obtained from OI 130.4 nm imaging data) in coincidence with ionosonde data to quantify the ionospheric response to significant decreases in O/N2 arising during geomagnetic disturbances.  We now know that the reduction in dayside F-region densities with reductions in O/N2 arises from a combination of O depletions and enhancements in N2 and O2 at F-region heights.  Heated regions are involved as discussed in Section 7 of S09 where detailed attention is given to atmospheric inputs into SAMI2 in order to achieve (in an average sense) the strong ionospheric response to O/N2 reductions.  The weak response in the original LID table is probably due to a combination of weak response by LOWLAT to scalings of the O density profile (much weaker than SAMI2’s response) and the fact that the scaling approach is too simplistic.  Temperature affects were not addressed unlike in the current work.


The software that accompanied the original LID lookup table used a nearest-neighbor approach to specify the ionospheric products.  The software accompanying the new table makes use of linear interpolations in all dimensions with the restriction that extrapolations are not permitted.  The occurrence of an input variable outside of its range within the table should rarely occur.  A significant effort has been undertaken to test the multi-dimensional interpolations. 

The new software was designed to conveniently generate new lookup tables in addition to the F17 afternoon table.  Early during the current cal/val program, this was done to cover the morning-side local times of the F18 orbit.  Figure 4.3.2.2.1 provides sample NmF2 latitudinal profiles from the table with independent variables identified at the top of the figure and within the panels.
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Figure 4.3.2.2.1  Samples of NmF2 from F18 morning-side table.
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5.4.3  Additions to the SSUSI Dayside Limb Algorithm: Topside Electron Density Profiles

On the dayside, the solar radiation creates an ultraviolet optically thick region at altitudes lower than 400 km where atomic species are tightly coupled, and retrieving electron densities requires simultaneously solving for density profiles of multiple atomic species.  However above 400 km, O+ e- recombination produces an uncontaminated 135.6 nm emission, and can be used to retrieve a topside electron density.  

The 400 km altitude was determined by collecting SSUSI dayside LBHS and 135.6 nm radiances from 2005-2011, and performing a correlation analysis.  Above 400 km, the LBHS and 135.6 nm radiances are uncorrelated, while below 400 km, they are strongly correlated by the general solar induced dayglow emission.  The GLOW model was also run for the period and produced the same result.

The topside region is then defined as the limb region above 400 km tangent altitude.  The radiance profile from this region is then used to fit an exponential Electron density profile:
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where z is the altitude, 
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 is the electron density and 
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 is the topside atmospheric scale height. Here 
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, the reference altitude, is taken to be 400 km. The Chapman profile can be reduced to the above form at high altitudes.

We than proceed to do the fitting by forward propagating this electron density (squared) and doing a Levenberg-Marquart curve fitting of the forward propogated calculated radiances to the measured radiance profile.   Initial guesses for are given for 
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to start the iteration, and the solution either converges or doesn’t depending on the condition of the ionosphere.  Radiances are averaged in the alongtrack direction with a sliding boxcar filter before fitting.

Some parameters are used to control the fitting:

·  Number of (e.g., non-NaN) radiances > 3

·  maximum |geographic latitude| < 40 degrees

·  Number of pixels to use in sliding boxcar average = 11.

After the fitting, data quality flags are set to indicate whether the fit was successful/useful.  If for example the error in the 
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fit was bigger than its value, then this is not useful information, and the data is flagged to indicate a bad fit.  It is worth noting, that the radiance above 400 km is often too weak to fit a profile, so most of the data do not yield a successful fit and any use of this product must make prodigious use of all the data quality flags.  However, when the ionosphere is strong, we do indeed achieve successful fits (see for example, the figure below).
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Figure 4.3.3.1 Fit topside electron density profiles.  An example of the topside limb electron density.  Data quality checking requires that fractional errors be less than 1 (i.e., 
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, where N0 is the electron density at z0 and H is the topside scale height (Htop). Here we see a region between -20 and -10 degrees latitude where a fit is possible and successful.  
5.5 SSUSI Nighttime Non-Auroral F-Region Algorithm
5.5.1 Language Independent Description   

The complete and detailed SSUSI nightside non-auroral F-region algorithm was written in Language Independent Description(LID).   See Appendix C for SSUSI Nighttime Non-Auroral F-Region Algorithm Language Independent Description Version 2.3. 

This document details the SSUSI Nighttime Non-Auroral F-Region Algorithm in a manner which is independent of any computer programming language or computer hardware architecture.  

The SSUSI Nighttime Non-Auroral F-Region Algorithm attempts to quantify characteristics of the F-Region in the ionosphere.  Specifically, the Algorithm deals with measurements obtained from nighttime latitudes that are NOT within an aurora region.The methods used in the quantification rely upon specific Ultra-Violet emissions as measured by the SSUSI instrument.  The output products are distinguished by region (Disk, Limb, and Nadir) and consist of the following:

HmF2
The Height at which the Peak Density of Electrons occurs, in units of [Kilometers].  Only calculated for Limb and Nadir regions.

NmF2
The Peak Density of Electrons, in units of [electrons*cm-3].  Calculated for Disk, Limb, and Nadir regions.

FoF2
The Plasma Frequency, in units of [seconds-1].  Calculated for Disk, Limb, and Nadir regions.

The algorithms presented herein have been developed to allow the routine conversion of SSUSI nightglow intensities into the ionospheric parameters NmF2 (the F2-layer peak density) and HmF2 (the F2-layer peak height).  Observations at the nadir, disk and limb have been considered largely independently, and this is reflected in the algorithms.  The basis of these algorithms are ionospheric parameters in the Phillips Laboratory GTIM, thermospheric parameters taken from MSIS-86, and a set of reaction rates and cross-sections that form the nightglow model.  Indeed, the algorithms are nothing more than convenient numerical representations seen in a grid of modeling simulations between model ionospheric and nightglow parameters.

At the satellite nadir, observations of line intensity in both 1356A (denoted I1356) and 6300A (denoted I6300) will be made by SSUSI, and both NmF2 and HmF2 can be derived from these observations, according to the modeling study.  NmF2 is related closely to the square root of the 1356A nightglow intensity.  Mathematically, 
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This reflects the generally similar profile shapes produced by GTIM.  However, while the slope, B, is invariant, we are better able to allow for variations in profile shapes by parameterizing the offset parameter, A, with respect to Season, Solar Activity Level, Local Time, and the Region of the observation (the latter essentially determines whether the post-sunset upward vertical drift is strong enough to significantly broaden the profile).  HmF2 can be expressed in terms of the ratio
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Mathematically,
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where the parameterization  was simpler by having two parts to the slope and offset evaluation; one that is a function only of Local Time (A and B) and another that is a function of (actually, a lookup table in) Season and Solar Activity.  A larger scatter in this relationship reflects the neutral temperature modification of the O2 scale height as it affects I6300.

Towards the disk, only a single observation is available (slant I1356) but in a variety of look directions (defined by the nadir angle, theta).  No reliable algorithm relating slant I1356 to HmF2 at any point along the raypath could be found, and it is proposed that interpolation be used to fill in the region between the nadir and limb.  NmF2 (chosen at the ground intersection point of the raypath) was seen to relate to slant I1356.  Mathematically, 
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where both A and B are both functions of Season, Solar Activity Level, Local Time and Nadir Angle, and An and Bn are the offset and slope parameters previously derived for the nadir case.

5.5.2 Updated Limb Algorithm
5.5.2.1 Overview

The SSUSI limb algorithm is adapted from a nightside algorithm developed for processing data from the TIMED/GUVI instrument and extensively documented by DeMajistre et al [2004].  The F16 Cal/Val final report recommended implementing this algorithm to correct significant deficiencies with the original SSUSI limb algorithm that was in place at the time of the F16 launch.  This recommendation will be carried out in the latest version of the SSUSI ground processing software, currently scheduled for delivery to AFWA in January 2007.  The new algorithm is based on the retrieval of the volume emission rate (VER) profile from the 135.6 nm emission profile. 
Once the VER is retrieved, a small correction for the contribution of mutual neutralization (based on a simple photochemical model and the MSIS model atmosphere) at low altitudes is applied so that the remaining VER is proportional to the square of the electron density.  Electron density profiles can then be easily calculated.  The small effect of multiple scattering is neglected in this algorithm.

The resulting electron density profile is then fit to a chapman layer, whose parameters are NmF2, HmF2 and H0. 

The intensity incident at the SSUSI instrument at a given time, wavelength and direction, I(t,lqf) under optically thin conditions is simply the integral of the volume emission rate along the line of sight, s:
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where ( is the volume emission rate and f(l) is the SSUSI instrument line-shape.  The SSUSI instrument integrates the incoming light over time, wavelength and solid angle, such that the counts in some pixel i, Ci, can be written as
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where A is the complete instrument response function.  Combining these equations and making reasonable assumptions about the response function, the instrument counts can be written as 
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where Aiw is the angular response function of pixel i, and K is a calibration constant.  This integral can be converted via discrete quadrature into the matrix equation
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where the vector C contains the counts from a SSUSI limb scan, W is a matrix containing the geometry and calibration information, and h is the vertical VER profile.  his assumed to be spherically symmetric.  This equation can be solved as a constrained least squares problem (see Menke [1989]) for the volume emission rate.  Since calculation of electron density from the VER involves a square root, the VER must be non-negative to be physically reasonable.  Since the standard unconstrained least squares solutions method can lead to negative solutions, particularly where the retrieved quantities are small, a non-negativity constraint is incorporated in the least squares algorithm. 

In general, the 135.6 emission is quite dim, even in the limb-viewing geometry where the long line-of-sight enhances the brightness relative to the disk-viewing case.  In order to achieve adequate signal to noise levels, data from individual SDR pixels must be combined by averaging.  For the SSUSI nightside limb data, we take a horizontal average of five pixels at each vertical grid point. The results of this averaging are then used to solve for the volume emission rate profile, h.

The vertical volume emission rate profile (((z)) retrieved by this algorithm has 20km sampling on a fixed radial grid.  Since the radius of the Earth changes slightly with latitude due to the oblateness of the Earth, a latitude-dependent correction is applied to express the radial grid in terms of altitude from the surface of the Earth.  The correction varies by ~12.5 km between the equator and (50( latitude.  After applying the mutual neutralization correction, dividing the VER by the radiative recombination rate, ((, and taking the square root yields the electron density.  The algorithm uses a value of 7.3×10-13 for ((, as recommended by Melendez-Alvira et al. [1999].  Once the electron density profile is determined, it is fit with the Chapman layer function
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where NmF2 and HmF2 are the F-region peak density and corresponding altitude, and HO is the atomic oxygen scale height (equal to one half of Htop, the plasma topside scale height). The final reported NmF2 value will be scaled according to a bias factor determined during the validation procedure. For the SSUSI on F16, this factor was determined to be 0.82. It is not clear whether this bias factor results from instrument calibration or errors in the reaction rate. For the F17 processing, the bias factor will initially be set to 1.0 and adjusted based on comparisons with ionosonde data. 

The operational software incorporates quality control indicators to mark the retrieved profiles as unreliable under the following conditions.  

1) The uncertainties in the underlying data are too large to yield a meaningful profile. This is indeicated by 1) the number of non-zero points in the volume emission rate profile is less than or equal to 7 (i.e., half the points in the retrieved profile are zero), 2) the relative uncertainty of either the NmF2 or the HmF2 exceeds 50%. 

2) The best fit VER profile does not match the data. The reduced 2 statistic must not exceed a value of 10. It should be noted that if the uncertainties were well known and drawn from a normal distribution, the value or reduced c2 should not exceed unity, but experience has shown that relaxation of this criteria is warranted. 

3) The best fit chapman function does not match the data. The reduced 2 statistic must not exceed a value of 10. 

4) The Chapman layer fit fails or yields unphysical values.. Specifically, the HmF2 should be in the range between 100 and 500 km.

5) The 135.6 nm data are contaminated by emissions from photoelectron or auroral excitation. As of yet, a test for this condition has not been implemented. A suitable filter for this condition must be designed.

Conditions 1-4 are generally associated with low counting statistics, although some cases may arise for which the true electron density profile is not Chapman-like and the algorithm fails for this reason under condition 4.  Condition 5 is of particular concern for the F17 data due to the constant proximity to the terminator. Much of the contaminated data is eliminated from the processing by requiring the input limb profiles to be taken only where the spacecraft solar zenith angle exceeds 100 degrees and the geomagnetic latitude of the scan step near 300 km is within the range +/- 50 degrees. This may not be sufficient to eliminate all of the contamination. A preliminary method for detecting this contamination is described below, as will the requirements for validating the detection during Cal/Val.
5.5.2.2 Mid- and Low-Latitude Electron Density Profile EDRs

Electron density profiles will be validated primarily in terms of the parameters that are predominantly used by the UV sensor algorithms to characterize them: NmF2, HmF2, and Htop (the F-region peak density, peak height, and topside scale height).  The vertically integrated total electron content (TECDMSP) below the DMSP spacecraft will also be validated for the geophysical regions in which it is produced as an EDR.  While limb-views (SSULI in-track, and SSUSI on one cross-track limb) can potentially be inverted to produce complete vertical profiles, the current algorithms assume underlying Chapman-like vertical structure that is characterized by these parameters.  An intermediate step of the SSUSI limb algorithm does produce a complete profile and this will be evaluated using full profile data from an Incoherent Scatter Radar.  In the case of disk views (SSUSI), only NmF2 and HmF2 are produced (the latter only in the nadir).

5.5.2.3 Common Recombination Emission Science

The SSUSI limb and SSULI 91.1 nm algorithms are both based, at least in part, on observations radiative recombination emissions of atomic oxygen.  The SSUSI algorithm employs the 135.6 nm emission, while the SSULI algorithm employs both 135.6 nm and 91.1 nm emissions.  However, in the F17 terminator orbit, SSULI 135.6 nm observations are generally contaminated by dayglow, so only the 91.1 nm emission is used.  These emissions are two of numerous emission lines produced directly or indirectly by O+ recombination in the nighttime ionosphere.  Radiative recombination of O+ with electrons results in an oxygen atom in one of several excited states that can then decay by emitting one or more photons.
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The column emission rate of a permitted emission line is
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where (( is the partial recombination rate for that transition.  The approximation that replaces n(O+) by ne is valid when  O+ is the dominant ion in the nighttime ionosphere (most of the time).  Thus, observation of this type of emission feature is directly related to the ionospheric density.  The brightest permitted emission produced by this mechanism is the atomic oxygen “resonance line” at 130.4 nm.  However, this feature is subject to multiple scattering so that the observed intensity is not simply equal to the column emission rate given above.  As a result, this feature cannot be easily used for ionospheric remote sensing.  Other permitted lines are either weak or are not located in the FUV portion of the spectrum.  The 135.6 nm emission is technically classed as a forbidden line, but its lifetime is so short (190(s) that it can be treated as a permitted transition.  Like the 130.4 nm emission, it is subject to multiple scattering, but at a significantly lower rate such that scattering effects represent only a small correction to the signal intensity.  For example, the nadir intensity increase due to multiple scattering of 135.6 nm photons is about 17%.  In addition to radiative recombination, a small contribution to the 135.6 nm signal is made by mutual neutralization of O+ and O- ions.  Both multiple scattering and mutual neutralization effects are taken into account in the SSUSI and SSULI algorithms.  The 91.1 nm feature is an optically thin recombination emission, about half as bright as 135.6 nm, which has no contribution from mutual neutralization. 

5.6 3-D Ionosphere Electron Density and Bubble Characterization Algorithm

5.6.1 Introduction

Plasma bubbles are regions of depleted electron density that develop after sunset in the equatorial ionosphere.  They are driven by the Rayleigh-Taylor instability, extending upward through the F-region peak and extending longitudinally along magnetic field lines, while remaining latitudinally thin (on the order of several hundred km.)  Once they form, they develop a westward tilt with increasing altitude as they drift eastward.  Large bubble structures persist throughout the night until ionization resumes the next morning.

Plasma bubbles are important because they are the source of steep ionospheric electron density gradients.  The presence of plasma bubbles correlates with scintillations of GPS and other trans-ionospheric communication and navigation systems, along with disruption of propagation ray paths for HF communications.  Prediction of future plasma bubble occurrences and detection and location of existing plasma bubbles can allow for mitigation of these problems.

SSUSI detects plasma bubbles by their optical signature at 135.6 nm.  Nightside emissions at 135.6 nm are proportional to the square of ionospheric electron density.  SSUSI disk images can see the entire span of a plasma bubble.   The low earth orbit of DMSP and the cross-track scan of the SSUSI instrument allows for a tomographic reconstruction of multi-dimensional electron density from 135.6 nm brightness measurements.

5.6.2 Code Flow

 SHAPE  \* MERGEFORMAT 




5.6.3 Implementation

5.6.3.1 generateEDR_IONO:

This is the main procedure that produces the 3D ionosphere EDR.  It sets up the needed inputs for create_threed_iono and writes the netcdf file through calling create_threed_iono_netcdf.
5.6.3.2 Create_threed_iono:

This is the main driver of the algorithms that find the 3D reconstruction of the ionosphere, the depleted regions, and their characteristics.  It calls obtain_reconstruction, get_confgrid, and get_dep_atts to perform these functions.
5.6.3.3 Obtain_reconstruction
This procedure obtains a reconstruction by breaking apart the data into possibly two data cubes (one for the beginning and end of the file).  We will just report bubble detections on an orbit-by-orbit basis, so we want all the nightside data in the file, with data restricted to a solar zenith angle greater than 110° (or other specified SZA threshold).   A reconstruction is then done for each data cube and a series of grids containing the data, latitude, longitude, altitude, and error are returned.
5.6.3.4 Datacube_reconstruction
This procedure completes the reconstruction of a single data cube.  It finds the scans where geographic versus geomagnetic reconstruction should be completed.   It then computes the reconstructions, and combines all of the information into a single datacube.

5.6.3.5 Reconstruction

This procedure completes a single 3-D electron density reconstruction by completing a tomographic reconstruction and obtaining the uncertainties in that reconstruction.  This procedure calls tomproj, compute_tomproj_error, and pocsbresler2.
5.6.3.6 Tomproj:

This procedure takes an L1B structure and a start scan number and outputs the observed 135.6 nm brightness for a segment of the ionosphere along with the projection matrix relating that brightness to ionospheric electron density.  It also returns a flag indicating if the segment of the ionosphere is in the northern or southern hemisphere (in magnetic coordinates) along with the longitude and altitude points for the reconstruction grid.

We will use 11 scans centered at the given scan number, 135.6 nm data for the start to finish scan.  We obtain the average across pixel for each used scan and use half as many across-track pixels by averaging adjacent pixels.  We make this data into a vector of "real" or actual brightness values.

We then perform some coordinate conversions:

· Convert first sat location in spherical geographic coordinates to spherical eccentric:

· Convert first sat location in spherical eccentric coordinates to magnetic coordinates:

· Convert last sat location from spherical geographic coordinates to spherical eccentric

· Convert last sat location from spherical eccentric to magnetic coordinates

A grid is created for the projection.  The grid goes from 150 to 630 km in altitude.  The altitude bins are 20 km apart, and so the bin centers range from 160 to 620 km.  The range is 460 km.  The correspondence between the altitude and the scan depends on whether or not the grid is for a north peak or a south peak.  The longitudes will be centered at the center scan, with 5 degrees range on both sides of the center.

The next portion of the algorithm works by assuming a fixed grid with satellite positions moving relative to the grid. Longitudes are centered around the satellite position at the center scan.  The satellite altitude is aligned such that the maximum altitude is the magnetic coordinate equivalent of 830 km at the farthest scan from the equator, which corresponds to satellite positions at lower altitudes relative to the grid as the scans approach the magnetic equator.  This requires distinguishing between "south" and "north" modes.  An alternate version of the function uses a geographic projection for reconstructions when close enough to the geomagnetic equator that there are both “south” and “north” modes.

The next portion of the algorithm populates the discrete projection matrix.

Every line of sight is a row in the matrix.  For each line of sight, the position of the intersection between the line of sight and each of the altitude and longitude grid lines is calculated.  The list of intersection points (in terms of distance along the line) is then sorted.  The average position between consecutive intersection points is used to identify the cell in the grid (correpsondingly, which column in the projection matrix) The value stored in the projection matrix is the length of the line of sight contained in a given cell, which is calculated from the difference between the position along the line of sight for the consecutive intersections that correspond to that cell.  A scaling factor is then introduced.  The rate coefficient is then adjusted to the proper units to convert squared electron density into brightness.

5.6.3.7 Pocsbresler2:


This procedure inverts the projection matrix and outputs electron density values reconstructed from brightness measurements.  The inversion is implemented using a two-layer conjugate gradient approach to implement an edge-preserving regularized reconstruction with a series of projections onto convex sets embedded in order to further constrain the solution set.  The deterministic relaxation technique is described in [Delaney and Bresler, 1998].  

The non-convex weighting function (chosen to allow edge-preservation to retain bubble structures) is globally convergent using a two-loop algorithm, with the inner loop optimizing a solution “f” and the outer loop optimizing a solution “fbar.”  The two-loop approach is implemented by beginning the optimization outer loop, optimizing f for each choice of fbar, then updating fbar with optimal f.  The optimal choice for f is determined by calculating E(fbar) as part of the weighting function and then using the conjugate gradient method to minimize with respect to f.

An additional technique used to compensate for the limited-angle view of the data is projection onto convex sets (POCS).  There are three major constraints that are implemented after the conjugate gradient method is applied during the inner loop.  An altitude-dependent maximum value constraint ensures that, for any given altitude, squared electron density is not allowed to exceed twice the maximum of reference image electron density for that altitude.  This ensures a realistic ionospheric altitude profile.  The positivity/minimum value projection ensures that all reconstructed values must be positive.  The reference image projection ensures that the reconstruction must be within a norm of reference image.  This is a loose constraint that ensures that the reconstructed ionospheric electron density profile is realistic.

Since the matrix inversion solves for squared electron density, we take the square root to determine electron density.  We then reshape the solution into two-dimensional grid.

5.6.3.8 Compute_tomproj_error:

The formulation for error estimates is as follows:

 

L_E = [(l_q)^-1 * A' *A + (l_r)^-1 * D' *D]^-1

 

If you reshape the diagonal components of L_E into two dimensions, just like with the x vector, you will get the error variances for each pixel in x.  Since x is the squared electron density and we want the standard deviation, we need to take the fourth root of each individual value to calculate the standard deviation of the reconstructed electron density.

 

The terms in the equation are:

 

l_q is the variance of the noise vector q

A is the projection matrix

l_r is the variance of the x vector (I'm calculating it using pimref)

D is the gradient matrix

 

According to MAP estimation theory, the regularization parameter lambda should equal (l_q)/(l_r).
5.6.3.9 Get_confgrid
This procedure computes the confidence grid for a 3D ionosphere reconstruction.  This procedure also calls observe_nmf2_hmf2_3d to compute the array of hmf2 and nmf2 values.  It assumes that the error grid is the standard deviation and determines how many standard deviations the data is from the nmf2 value (per slice).  The associated probability is computed.
5.6.3.10 Observe_nmf2_hmf2_3d
This procedure computes the hmf2 and nmf2 arrays for a 3D reconstruction by calling get_hmf2_nmf2 for each latitude slice.

5.6.3.11 Get_hmf2_nmf2
Computes the hmf2 and Nmf2 values for a single longitude vs. altitude slice of the ionosphere.   Bubble regions are excluded from the computation of nmf2 by setting a threshold at 50% of the mean of the top five density values for a given altitude.  Then the mean density at that altitude will be the mean of all values at that altitude above the threshold.  The nmf2 is then the max of these means, and hmf2 the altitude where the max is achieved.
5.6.3.12 Get_depletions
This procedure uses and confidence threshold and an altitude restriction to find the depleted regions in the 3D ionosphere.  Conf_threshold is the threshold used when creating a binary image to determine if a region is a bubble or not.  A potential bubble will be where the Gaussian pdf function evaluated for the calculated NmF2 minus the electron density divided by the error is greater than the threshold.  We only will consider bubbles to be in the altitude [min_considered_alt, max_considered_alt]

5.6.3.13 Get_dep_atts
This procedure finds depletions (if they exist) and computes several attributes for them.  Using the depletions from get_depletions, the IDL "label_region" routine is used to classify regions.  The various bubble characterization parameters are then calculated for each region.  If the region exceeds the appropriate volume, std_dep, and depth thresholds then it is considered to be a valid bubble.

5.6.3.14 Compute_dep_time
Finds the time of the nearest scan to the depleted region’s centroid latitude.

5.6.3.15 Compute_dep_vol
Computes the volume of an ionospheric depletion (in cubic kilometers) by summing the volume of all individual voxels in the grid that are part of the depletion region.

5.6.3.16 Compute_depth
Computes the latitudinal depth of a depleted region (in degrees).  A depth threshold must be exceeded for a candidate region to be considered a depletion.

5.6.3.17 Compute_orientation
Fits an ellipse to the depleted region to determine the orientation or “tilt” of the bubble.  The tilt is measured in degrees East of vertical on an altitude vs. longitude slice of the depletion.

Compute_confidence
This procedure takes the grid of confidences for the depletion region as an input and computes the overall confidence for the depletion by averaging the confidence values.

5.6.3.18 Compute_magfield_alignment:

Computes the variation in magnetic longitude with changes in latitude of an ionospheric depletion.  This is done by finding the magnetic longitude centroid of the depletion for each geographic latitude, and then returning the standard deviation of the centroids.
5.6.3.19 Create_threeD_iono_netcdf:

Puts all of the data into the appropriate netcdf format and writes the 3D-IONO netcdf file.

5.6.3.20 Compute_data_quality_flag

This procedure computes the data quality flag for the bubble detection algorithm.  It has bit 7 for MEV Noise in the equatorial data, bit 6 for POINTING_UNKNOWN in the equatorial data, and bit 5 for no equatorial data in file.

5.6.4 Outputs:

5.6.4.1 3-D Ionosphere:


For each orbit, a 3-D electron density data cube is produced.  This includes an array ED_CUBE of electron density values, along with geographic and geomagnetic latitudes and longitudes (ED_LAT, ED_MLAT, ED_LON, ED_MLON) and geographic altitude (ED_ALT).  The density values have corresponding error estimates (ED_ERROR) and are classified into distinct regions (ED_REGIONS), some of which may be identified as plasma bubbles.

5.6.4.2 3-D Ionosphere Characterization:

There are also several outputs that characterize the 3-D ionosphere.  For each 2-D slice (corresponding to each SSUSI cross-track scan) the scan number (SCANS) is included, along with calculations of hmF2 and NmF2 for that scan.  HmF2 is the height in the tomographic reconstruction where the mean density across all longitudes is highest.  NmF2 is the mean density value in the tomographic reconstruction where the mean density across all longitudes is highest.

  The algorithm also checks to see how many equatorial arc peaks are included in the orbit segment (NPEAKS/PEAKCONT), and for each peak the latitude and longitude are reported (PEAKLATS, PEAKLONS).

5.6.4.3 Bubble Centroids:

For each orbit, the outputs include arrays with geographic latitude, longitude, and altitude for each bubble centroid.  The longitude and altitude are derived from the tomographic reconstruction and the latitude is the center latitude of the equatorial arc peak.

5.6.4.4 Bubble Confidence:

Bubble confidence is derived from the ratio of the difference between NmF2 and the mean density of the bubble region to the average error evaluated over the bubble region. 

Gauss_pdf((nmf2-mean_bubble)/mean_bubble_error)

Since the expected error is one standard deviation, the ratio gives the number of standard deviations away from the mean that the depletion represents.  Assuming Gaussian statistics, a 1:1 ratio gives 68% confidence, 2:1 gives 95%, and 3:1 or greater would give 99+%.  Many bubble detections will have 99+% confidence.

5.6.4.5 Bubble Characterization:

Bubbles are reported with several associated characteristics.  The number of depletions (NDEPS) are reported for each orbit and the bubble characteristics are only reported if there is at least one depletion.  Each bubble has its own set of characteristics.  The collection of (longitude, latitude, and altitude) points that indicate a depleted region are reported (BUBBLE) along with the associated confidence values for each point (DEP_CONF).  Bubble characteristics include:

· The median electron density of the bubble (MEDIAN_DEP)

· The standard deviation of the depleted region electron density (STD_DEP)
· The median uncertainty of the reconstruction for the depleted region (MEDIAN_DEP_ERR)

· The volume of the depleted region (DVOL)

· The latitudinal span of the bubble (DEPTH)

· The orientation or “tilt” of the bubble (ORIENTATION)

· The standard deviation between the alignment of the bubble and magnetic field lines (MAGSTD)

5.6.5 Bubble Characterization Verification
Solar activity increased dramatically in September of 2011, along with a spike in plasma bubbles seen by the SSUSI instrument on the DMSP F18 satellite.  Data from 375 orbits over the entire month were used for verification of the bubble detection algorithm.  Two methods were used to determine truth values for the verification.  The first was visual inspection of F18 summary images of 135.6 nm, as bubbles are typically visible as dark streaks in the equatorial arcs.  The second was analysis of ground-based optical images that see bubbles looking up at the night sky.
5.6.5.1 Visual Inspection of Summary Images
Careful visual inspection of SSUSI F18 135.6 nm summary images is a very effective means of identifying bubbles seen by SSUSI.  The background electron density in the equatorial arcs for the month of September 2011 was sufficiently bright that there was typically a clear contrast between the arcs and the depletions regions of electron density within a plasma bubble.  Each orbit for the entire month was scored as containing at least one bubble or containing no bubbles.  This provided a truth dataset to use in comparisons with automated bubble detection algorithms.
5.6.5.2 Ground-Based Optical Imager
The ground-based optical imager used for the verification was the CNFI (Cornell Narrow Field Imager) instrument in Haleakala, Hawaii.  CNFI sees bubbles on non-cloudy days as dark streaks in 630 nm images.  Of 28 usable days in September, 12 conclusively showed bubbles.  Some days may have had clouds, so the true percentage is likely higher than the 43% bubble observation rate.  Of these 12 cases, 10 corresponded to bubbles detected by SSUSI and confirmed by visual inspection, 1 corresponded to a bubble detected by SSUSI and rated a false alarm by visual inspection, and 1 was not detected by SSUSI.  Of the 16 days where bubbles were not seen, 7 corresponded to bubbles detected by SSUSI and confirmed by visual inspection, 7 corresponded to a bubble detected by SSUSI and rated a false alarm by visual inspection, and 2 were also non-detections by SSUSI.  This largely confirmed that visual inspection was a valid test for identifying false alarms.
5.6.5.3 Skill Scores

The comparisons were scored as follows:

	Det


	Y
	a
	c

	
	N
	b
	d

	
	
	Y
	N

	                      Actual


The Peirce Skill Score (PSS) is an equitable skill score that can provide a metric of the success of bubble detection.  The range of values for the PSS are from +1 (perfect predictor) to -1, with a score of 0 indicating no skill.  An effective detector will have a positive skill score. A detector with 1 false alarm, 1 missed detection, 2 hits, and 2 correct non-detections will earn a score of 0.33 and a detector with 1 false alarm, 1 missed detection, 3 hits, and 3 correct non-detections will earn a score of 0.5.

PSS = (ad-bc)/(a+c)(b+d) 
5.6.5.3.1 September 2011 Initial Results

An initial test with the bubble detection algorithm in the EDR-IONO code produced the following results:
	Det


	Y
	156
	147

	
	N
	6
	66

	
	
	Y
	N

	                      Actual


% of Orbits with Bubble Detected: 80.8%

Truth % of Orbits with Bubble: 43.2%

Skill Score: 0.44
While the algorithm showed skill at avoiding missed detections, the very high number of false alarms and overall percentage of orbits with bubbles meant that further improvements were necessary.
5.6.5.3.2 Old Algorithm Comparison

	Det


	Y
	46
	8

	
	N
	132
	232

	
	
	Y
	N

	                      Actual


% of Orbits with Bubble Detected: 14.4%

Truth % of Orbits with Bubble: 43.2%

Skill Score: 0.49
The old bubble detection algorithm (used with F18 data before May 2012) also used SVD decomposition of brightness images to screen for bubbles.  This extra criterion demonstrated skill at eliminating false alarms, but had a high number of missed detections and an overall bubble detection rate well below the truth value.
5.6.5.3.3 Eliminating False Alarms

Analysis of the bubble characterization data for the September 2011 cases identified two additional thresholds that would eliminate false alarms and reduce the percentage of bubbles detected to the correct level.  The first was that a depletion must have a standard deviation within the depletion region of at least 2.75e5 cm-3.  The second was that the depletion must have a latitudinal depth of at least 6.4°.  Those two thresholds removed 97 false alarms while only removing 43 correct detections.  They also lower the percentage of orbits with a bubble detected from 80.8% to 43.5%, which is in line with the 43.2% visual inspection detection rate.

	Det


	Y
	113
	50

	
	N
	49
	163

	
	
	Y
	N

	                      Actual


% of Orbits with Bubble Detected: 43.5%

Truth % of Orbits with Bubble: 43.2%

Skill Score: 0.46
This performance level has been verified for the current algorithm and it has been properly tuned to detect and characterize bubbles effectively.
5.7 GAIM EDR Algorithms

The Global Assimilation for Ionospheric Measurements (GAIM) model ingests SSUSI radiances to update its ionospheric state vectors.  The Gauss-Markov version of GAIM ingests 135.6 nm radiances under the assumption that this emission comes almost exclusively from the recombination of e- and O+. However there is a contribution to 135.6 nm emission from Mutual Neutralization (MN), i.e., when O+ and O- ions collide and exchange an electron, making them both neutral.  While it might be useful for GAIM to model both processes, it was programmatically decided that:

1.  Any modeling of the mutual neutralization process would only be done in the “Full Physics” version of the GAIM model, and

2.  the SSUSI GDAS would make an estimate of MN emission and subtract it from SSUSI  135.6nm radiances for at least the Gauss-Markov version.  

In order to do this, the SSUSI software needs access to EDR products to get retrieved electron density profiles.  In addition, the SDRs are created before the EDR electron density profiles, making it problematic to use EDRs in the production of SDRs.  Thus the GAIM EDR products were introduced in SSUSI GDAS 4.5.0.  Having a separate GAIM EDR is a useful concept because the it allows the interface between the SSUSI GDAS and the GAIM model to be confined to a product specifically to be used only by GAIM.  The following sections describe how the GAIM EDRs are prepared. 

5.7.1 SSUSI SDR data in the GAIM EDR

The SSUSI GAIM EDRs have in them all of the GAIM related fields from the SDR-LIMB and SDR2-DISK products.  These fields include all of the date, time, geolocation and uncorrected radiances that have been used by GAIM before the creation of the GAIM EDR.  As the interface between SSUSI and GAIM evolves, additional fields are added to the GAIM EDRs, but will not be added to the SSUSI SDRs.
5.7.2 Mutual Neutralization Subtraction in SSUSI Radiances

5.7.2.1 Mutual Neutralization Scientific Background

It is commonly assumed that the 135.6nm volume emission rate in ionosphere’s F region is proportional to the square of the electron density. This is, in fact, an approximation that does not account for another source of 135.6 nm emission – the so-called Mutual Neutralization (MN) component. Note that the SSUSI night-side ionosphere algorithms account for this effect correctly. Users of the radiance data, however, should be aware of this source. In the following section, we will describe this effect and make recommendations on algorithms that incorporate it.

Table XXX shows chemistry relevant to the observations of the night-side ionosphere.

	Reaction
	Rate (cm3s-1)
	Process
	Reference
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	Recombination
	Melendez-Alvira et al.[1999]
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	R2=10-7
yield for O(5S) q=0.54
	Mutual
Neutralization
	Olson et al. [1971]
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	R3=1.3x10-15
	Attachment
	Massey [1969]
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	R4=1.4x10-10
	Oxygen Recombination
	Fehsenfeld et al., 1969
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In summary, O(5S) is the state of neutral oxygen that radiates at 135.6 nm. The sources of O(5S)  are recombination and mutual neutralization. Mutual Neutralization (MN) is driven by O- ions, which are produced by attachment. O- can be lost before MN by recombination with O. Note that MN is both a source of  O(5S) and a loss of O-.  Only a fraction (q) of MN reactions yield O(5S).
Assuming photochemical equilibrium (i.e., local production is equal to local losses), the equation for the 135.6nm volume emission rate is
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with the [O-] concentration given by 
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After substitution we can write
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where the second term in the parentheses represents the contribution of the mutual neutralization source. Where this term is small compared to one, we have the simple case of recombination only emission. To further simplify these equations, we can assume charge neutrality and that oxygen is the only important positively charged ion, that is, 
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it is easy to show from the above equations that in photochemical equilibrium the ratio [O-]/[e] is roughly 10-3, and so can be safely neglected from the charge balance. 

The  size of the correction term 
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is driven by the ionization fraction of atomic oxygen, ([O+]/[O]) and clearly must fall between zero (when ([O+]/[O] >> R4/R2) and the constant value
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(when ([O+]/[O] << R4/R2).  Note that  R4/R2=1.4x10-3 and qR3/R1=1.8x10-3. Thus, when the ionization fraction is much smaller than ~10-3, the correction assumes it’s constant value. When the ionization fraction is substantially bigger than this value, the effects of mutual neutralization become less important. It happens that in the region of SSUSI observations, the ionization fraction is equal to this value at some altitude within then electron density profile.

Figure 3 shows representative ratios between pure recombination and total radiances that would be typical of SSUSI observations. From the figure it is clear that the MN contribution is most significant during solar maximum (where higher thermospheric temperatures drive up neutral oxygen concentrations) or where HmF2 is low. Indeed for solar maximum conditions the MN contribution can be quite large even at the higher tangent altitudes.

Figure 4 shows the corresponding ratios for SSUSI disk observations. For solar minimum conditions, the effects of MN are quite small when HmF2 is above 300km. At solar maximum, however, the MN source should always be taken into account. 
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Figure 3. Ratio of recombination radiance to total radiance under various conditions for limb observations.  Neutral oxygen profiles are taken from MSIS90E for January 1 2002 (solar max) and January 1 2010 (solar min). Electron densities are represented as Chapman layers. 
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Figure 4. Ratio of recombination radiance to total radiance under various conditions for disk observations.

5.7.2.2 Subtracting Mutual Neutralization Emission from SSUSI 135.6 nm radiances 

In situations where altitude dependent cross sections are not practical to implement, an alternative approach of pre-correcting the SSUSI radiances can be used. This method is less accurate (i.e., more dependent on assumed [e] and [O] profiles), but has the practical advantage of being able to be retrofit into fitting/assimilation systems that do not account for MN. 

For the method of radiance correction, we seek a correction factor that when applied to the total measured radiance yields an accurate estimate of the recombination radiance. We begin by noting that we can write the total radiance, I, is
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where IR is the recombination radiance and IM is the radiance due to MN. The function k(z) is a purely geometric function – for the disk measurements k(z)=-1, where  is the (constant) cosine of the zenith angle of the measurement. For the limb measurements this is simply an Abel kernel. 

The correction factor we propose is simply
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again where [e]* and [O]* are estimates of the electron and neutral oxygen densities. Note that because of the simple form of k(z) for the disk data, we can write
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which is independent of the observer’s zenith angle. Once constructed, the corrected (recombination only) contribution to SSUSI measurements, Ic,  can be estimated as
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which can then be used in fitting/assimilation as a recombination only radiance.

Just as with the method of effective cross sections, the construction of the correction factor, f, depends on estimates of the electron and neutral O density profiles. In a manner similar to the section above, the sensitivity to the various values controlling these are shown in figures Figure 5 - Figure 8.

Again, the corrections are most sensitive to HmF2.  Further, the error incurred due to HmF2 uncertainties is about 2 to 3 times larger for the radiance correction method than it is for the method of effective cross sections. Figure 7
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Figure 5. Sensitivities of the radiance correction method at solar minimum for disk measurements. 
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Figure 6. Sensitivities of the radiance correction method at solar maximum for disk measurements
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Figure 7. Sensitivities of the radiance correction method at solar minimum for limb measurements with an NmF2 value of 1 Me/cc. 
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Figure 8. Sensitivities of the radiance correction method at solar maximum for limb measurements with an NmF2 value of 1 Me/cc.
The issues involved in selecting a source for [e]* and [O]* for the radiance correction method are the same as for the method of corrected cross sections. They can be provided by either independent climatology or inferred from the SSUSI limb data.

5.7.2.3    Code Implementation

In order to produce the MN corrected radiances, we need to calculate the correction factors according to the formulas in section (5.6.2.2).   For this, however we need to know the electron and atomic oxygen density profiles.  The electron density profiles in the night limb edr have been validated, so they are acceptable proxies for the electron density, and to get the O profile, we use NRL MSIS-2K.  

Currently GAIM reads the radiances from the SDRs.  However, the electron density profiles are produced in an EDR.  If we were to modify the SDRs to include the MN correction, we would need to run a second instance of the EDR-limb program to be able to generate the correction factors.  So instead, the SSUSI GDAS produces corrected radiance products at the EDR level.  These new GAIM specific products will process after the limb EDR has been run.   The MN correction is located in the GAIM product generation code (generateEDR_GAIM) as is shown in the diagram below.
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Figure 2.1.1.  High level processing architecture showing how the EDR-Limb code will control production of  the GAIM EDRs.  Notice the dayside limb algorithm already uses both the SDR-LIMB and the SDR2-DISK, so all SSUSI radiances were already available to this algorithm.  

The EDR-LIMB code was chosed to run the GAIM product generation for the following reasons.  The EDR-LIMB algorithm already uses both of the current GAIM products: SDR2-DISK and SDR-LIMB; furthermore it generates the MN corrected nightside limb EDP.  The night limb EDR also has access to MSIS, so it can also generate an Oxygen profile for the GAIM products.  Thus the Limb EDR product already has access to all of the information needed to generate MN corrected radiances.  

Once inside the GAIM EDR generation code, there are two branches to generate an EDR-GAIM-DISK and an EDR-GAIM-LIMB product.  These could have been easily combined into a single product, but GAIM has developed an infrastructure to expect the two as separate products, so we continue that trend with the new products.  

The EDR-GAIM-DISK and EDR-GAIM-LIMB branches follow very similar paths.  They are diagramed in the next two figures.
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Figure 2.1.2 EDR-GAIM-DISK algorithm.  It calls MSIS to get the O profile and reads the EDR-NIGHT-LIMB to get the electron density profile. It then calculates the factors from column integrated profile ratios.
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Figure 2.1.2 EDR-GAIM-LIMB algorithm.  The flow is very similar to the EDR-GAIM-DISK product, with two exceptions: 1) the correction factors are integrated along limb lines of sight instead of column density integrals, and 2) there is an additional flag added to indicate the location of recombination-only radiances on the dayside.

5.7.2.3.1 Disk Correction Factors

For each Disk SDR pixel, we first obtain the geolocated pierce point geomagnetic latitude. The ionospheric parameters from the table described above are interpolated to this latitude. Note that we do NOT extrapolate from this table. If the SDR pixel geomagnetic latitude falls outside of the range of successful EDR processing, the SDR pixel is skipped and flagged as uncorrectable. For all points where we can determine ionospheric parameters, we do an appropriate NRLMSIS run, with the correct geographic location and the solar/geomagnetic indices supplied in the SDR. The NRLMSIS model is run in such a way as to give atomic oxygen densities on a 10km vertical grid from 100 to 600km. This grid is used with the ionospheric parameters to calculate electron densities as well. The ratio of the electrons to neutral oxygen on this 10km grid is then used for the (vertical) numerical integrations necessary to calculate the correction factor fdisk as described in section 5.6.2.2.

5.7.2.3.2 Limb Correction Factors

The process for the limb is similar to that of the disk. Instead of using the pierce point, we register the geomagnetic latitude for each limb profile at the tangent point of the line of sight closest to 300km. We then follow the process outlined for the disk to get the ratio of electrons to atomic oxygen on a 10km grid above this registered point. For each point in the profile, we use a simple Abel type integration of the quantities on this 10km grid to calculate the correction factors.

Read RSDR file, and return converted data in anonymous structure, with substructures for each of the data mode (imaging, spectograph, etc)
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Call OrbitPut proc to find scan mode based on packet id, create/get scan, verify that scan is complete, call FlushCompleteScans





FlushCompleteScans adds the complete scan to the current PREP structure, and verify if the orbit number must be changed caused by a change in the quarter orbit. In case orbit number change, the current active structure is set to be inactive, and a new one is created. The inactive structure is written to a PREP file is so selected.





At the end of the loop, the last active structure is written out to a PREP file (APL only), and each of PREP structure is used to call proc  to the next step of creating L1B file.
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Figure 5.2.2.6.2: Gradient magnitude (left) and negative Laplacian (right) of LBH Short radiance





Figure 5.2.2.6.3: Larger principal curvature (left) and negative of smaller principal curvature (right) of LBH Short radiance





Figure 5.2.2.6.4: Identified DAAs using gradient method (left) and curvature method (right)





Figure 5.2.2.6.5: Magnetic latitude (left), magnetic local time (center), and magnetic longitude (right)





Figure 5.2.2.6.6: All DAA groups and MBBs (left); retained DAA groups and MBBs (right)
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